
require the robust, continual development of
both scientific understanding and engineering
skill within this new and fascinating arena.
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Quantum Spintronics: Engineering
and Manipulating Atom-Like Spins
in Semiconductors
David D. Awschalom,1* Lee C. Bassett,1 Andrew S. Dzurak,2 Evelyn L. Hu,3 Jason R. Petta4

The past decade has seen remarkable progress in isolating and controlling quantum coherence
using charges and spins in semiconductors. Quantum control has been established at room
temperature, and electron spin coherence times now exceed several seconds, a nine–order-of-magnitude
increase in coherence compared with the first semiconductor qubits. These coherence times
rival those traditionally found only in atomic systems, ushering in a new era of ultracoherent
spintronics. We review recent advances in quantum measurements, coherent control, and the
generation of entangled states and describe some of the challenges that remain for processing
quantum information with spins in semiconductors.

In a marriage of quantum physics, informa-
tion theory, and nanoscale engineering, quan-
tum information science endeavors to build

machines that can use the power of quantum me-
chanics for practical purposes. Such machines have
great potential, including cryptography guaran-
teed by the laws of physics, quantum-enhanced
sensing and imaging technology, and quantum
computers able to crack problems inaccessible to

even the most powerful classical computers of
the foreseeable future.

The complexity of building quantum machines
is a fantastic challenge, and recent years have
seen a vast array of proposals for quantum infor-
mation processing in diverse systems. Although
specific requirements vary considerably, there are
a few generalized prerequisites for quantum com-
puters (1). The target quantum system must be

controllable, in the sense that it can be initialized,
manipulated, and read out to achieve a compu-
tation; it must be correctable, such that unavoid-
able errors can be detected and compensated; and
it must be scalable, such that a linear increase in
the effective size of the system—corresponding
to an exponential increase in computing power—
does not require an exponential increase of re-
sources. The first two requirements require some
degree of isolation of the quantum system from
its environment, to keep quantum information
from “leaking away” (decohering) at a rate faster
than the computation is achieved. Because no
system is entirely free of decoherence, the goal of
most approaches is to balance the need for iso-
lation with the ability to accurately and quickly
control the system, ideally in architectures with
potential for scaling to larger systems once the
fundamentals are established.
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Nature’s own atoms and ions, isolated in vac-
uum, served as the first quantum information test
beds, with many groundbreaking experiments
in atomic and optical physics demonstrating ex-
quisite control of individual quantum systems.
Inspired by this success, solid-state physicists have
recently developed a wide array of “designer
atoms” based on semiconductor nanostructures
whose quantum states can also be coherently con-
trolled (2). The spins of individual electrons and
nuclei, in particular, offer a promising combina-

tion of environmental isolation and controllabil-
ity, with wide flexibility in terms of materials and
design. Furthermore, solid-state technologies of-
fer the promise of large-scale integration using
fabrication processes developed by the semicon-
ductor industry (3). Approaches are markedly
varied, employing different materials, temper-
atures, device structures, and both electrical and
optical measurements. We focus on several key
advances of the past few years in controlling
quantum coherence and entanglement in sev-

eral semiconductor architectures, and outline
the major challenges and goals ahead.

Spin Qubits for Computation
The spin carried by a single electron is a proto-
typical quantum bit, or qubit (Fig. 1A). In an
external magnetic field, Bdc, the spin’s energy
levels are quantized into states where the mag-
netic moment points either parallel or antipar-
allel to the magnetic field. These two states are
separated by the Zeeman energy, EZ ¼ gmBBdc,
where g is the Landé g factor and mB is the Bohr
magneton (Fig. 1B). By identifying one spin
orientation as “0” and the other as “1,” spins can
serve as the logical elements for Boolean compu-
tation. Even as classical bits, spins offer advan-
tages over today’s charge-based microprocessors
and form the basis for emerging technologies
termed spintronics. The more ambitious goal of
building a spin-based quantum computer requires
not only manipulation of the spin eigenstates
j0〉 and j1〉 but also coherent superpositions of
the form jy〉 ¼ cosðq=2Þj0〉 þ eifsinðq=2Þj1〉,
where both the amplitude, q, and the phase, f,
must be controlled with high precision. Most chal-
lengingly, quantum computing requires the creation
and coherent control of nonclassical correlations—
i.e., entanglement—between distinct qubits in the
device and preservation of these fragile many-body
states on time scales long enough to perform cal-
culations. At the few-qubit level, both of these
goals have been met in recent years.

As qubits, spins in semiconductors have dis-
tinct technical advantages. Host-dependent band
structure and spin-orbit interactions imprint crit-
ical characteristics on spins in different materials,
providing widely tunable qubit properties. Par-
ticularly in materials where spin-orbit coupling
is weak, spins are relatively insensitive to many
sources of decoherence in solid-state systems,
including electrical noise and thermal vibrations
of the semiconductor lattice. Furthermore, exper-
imental methods for coherent control of single-
spin qubit states are now established (Fig. 1C),
building on decades of research in magnetic res-
onance. Figure 2 shows examples of four types
of spin qubits featured in current research. De-
spite vastly different methods for production and
individual advantages and challenges of the dif-
ferent systems, coherent quantum control of in-
dividual qubits has been demonstrated in all cases,
and in several systems entangled multiqubit de-
vices have been realized in recent years.

Following a proposal based on spins in quan-
tum dots (4), the first semiconductor qubits were
based on group III/V materials (5), taking advan-
tage of the well-developed growth of ultrapure
GaAs/AlGaAs heterostructures. Heterostructures
provide the means to confine electrons and/or
holes into reduced dimensions, to the ultimate
limit of a zero-dimensional “box”—a quantum
dot (QD)—containing a single spin. QDs can
be formed either through top-down approaches
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B(t) = Baccos(ωmwt)
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Fig. 1. (A) Single electron spins (blue arrow) can be confined in solid-state systems and manipulated
with various “control knobs,” including gate voltages [V(t)], microwave magnetic fields [B(t)], and light
(green and red wiggly arrows). Quantum coherence is lost (fading purple cloud) through interactions
with the local environment of, for example, nuclear spins (green arrows), phonons, or leaky mirrors in a
cavity. Recent advances in materials science have made it possible to achieve electron spin coherence
times up to several seconds (15), rivaling those traditionally found only in atomic systems. (B) A single
electron spin placed in a dc magnetic field, Bdc, forms a quantum bit with states |0〉 and |1〉 corresponding
to parallel and antiparallel spin alignment to the field, split by the Zeeman energy EZ. (C) The application
of an oscillating magnetic field B(t) perpendicular to Bdc and resonant with the Zeeman energy causes the
qubit to oscillate between states |0〉 and |1〉 at the Rabi frequency (changing the qubit amplitude, q), while
the phase f accumulates due to precession in Bdc. (D) Rabi nutations of a single electronic spin in diamond,
measured optically, showing the probability to measure the state |0〉 as a function of the width of an ac
magnetic field pulse. Conventional electron spin resonance has focused on the dynamics of large ensembles
of ≳1015 spins; it has recently become possible to coherently control single-spin dynamics. [Originally
published in (60) and adapted with permission]
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in which nanofabricated surface electrodes de-
plete charges from a buried two-dimensional elec-
tron gas (Fig. 2A) or through bottom-up growth
techniques in which small islands of a III/V alloy,
typically InAs, self-assemble on a GaAs surface
(Fig. 2B).

The small magnetic moment of the electron
renders it highly insensitive to the local environ-
ment, leading to long spin coherence times. At
the same time, however, rapid spin control using
conventional electron spin resonance requires
large ac magnetic field amplitudes that are dif-
ficult to produce in cryogenic environments. Qubit
selectivity is also exacerbated in nanoscale devices
(Fig. 2A), where each spin needs to be individu-
ally controlled without disturbing its nearest neigh-
bors only ≈50 nm away. Two approaches have
been developed to circumvent these challenges.
The first is to use quantum interference of two-
electron spin states for rapid quantum control. By
rapidly tuning through an avoided crossing in
the energy-level diagram, two electrons in a cor-
related (e.g., singlet) state can be “split” and then
recombined after a free evolution time, enabling
nanosecond spin rotations without the applica-
tion of an electron spin resonance field (6). An-
other approach to single-spin control harnesses
the strong spin-orbit interactions intrinsic to ma-
terials such as InAs and InSb.With such “spin-orbit
qubits,” it is possible to perform spin rotations
using electric rather than magnetic fields, which
are easier to generate and localize in a device (7).

Self-assembled QDs in III/V materials con-
fine both electrons and holes and can therefore
support optical transitions between a ground-
state spin qubit configuration (e.g., a single elec-
tron or hole) and optically excited “excitons”
with additional bound electron-hole pairs. Strong
spin-orbit interactions give rise to optical transi-
tions with strict spin- and polarization-dependent
selection rules, and relatively large optical di-
pole moments (compared with atoms) make
these transitions highly efficient. These key fea-
tures enable coherent optical control of the QD
spin state using ultrafast (picosecond-scale) pulses
of light (8, 9) and the generation of entanglement
between the qubit spin state and a single photon
emitted by the QD (10, 11). Such light-matter cou-
pling is the key to building distributed networks
of qubit nodes with coherent information trans-
fer mediated by photons.

Only a few years ago, the intrinsic “spin bath”
of host nuclear spins in III/V materials was the
primary impediment to achieving long spin co-
herence times in these systems. This problem
has been practically solved through the use of
dynamical decoupling protocols that can extend
the useful coherence time by orders of magni-
tude (12–14). Still, it helps to remove as many
potential noise sources as possible. Group IV
semiconductors can be isotopically purified to
provide a nearly spin-free environment consist-
ing only of spin-zero nuclei such as 12C and 28Si,

and weaker spin-orbit coupling than in III/V ma-
terials reduce susceptibility to electrical and ther-
mal noise. With recent reports of electron-spin
coherence times measured in seconds (15) and
nuclear spin coherence times of minutes (16)
for neutral donor atoms in 28Si, for example,
these materials are poised to have a major role
in coming years.

Silicon, the dominant material used for con-
ventional microprocessor chips, was identified
early on as a prime candidate for quantum in-
formation processing through several proposals
to use the electron and/or nuclear spins of indi-
vidual donor atoms, particularly phosphorus, as
spin qubits (17, 18). The first such single-atom
qubit in silicon (Fig. 2C) used the spin of a phos-
phorus donor electron implanted into a silicon
chip as the qubit (19). An adjacent metal-oxide-
semiconductor–based single-electron transistor im-
plements a spin-to-charge conversion protocol for
initialization and readout (20) similar to that de-
veloped for III/V quantum dots (21), and coher-

ent control is achieved through electron spin
resonance using an integrated microwave trans-
mission line. Fabricated using a silicon substrate
with the natural 4.7% isotopic fraction of 29Si,
the spin coherence time of the device in (19) was
limited by the nuclear spin bath to T2 ≈ 200 ms,
but it is anticipated that similar devices con-
structed from isotopically enriched 28Si substrates
will open a path to the exceptional coherence
times (≈1 s) that have been measured for bulk
28Si:P ensembles (15). The device depicted in
Fig. 2C has also been used to demonstrate a nu-
clear spin qubit (22) based on the 31P dopant
nucleus. These nuclear spins could serve as long-
lived quantum memories (18) in future quantum
processors.

In some ways, dopant-based qubits in sili-
con represent a powerful combination of both
top-down and bottom-up fabrication approaches,
because a natural and highly reproducible qubit
(a single atom) is controllably placed within a
nanofabricated electronic device. At the same
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Fig. 2. Semiconductor qubit architectures. (A) Scanning electron microscope image of a gate-defined
quintuple QD in a GaAs/AlGaAs heterostructure. Each QD is designed to contain one or two electron
spins. (B) Atomic force microscope image of a single self-assembled InAs QD strongly coupled to a GaAs
photonic crystal cavity, which is used to confine photons to small regions of space. Originally published
in (46) and adapted with permission. (C) Schematic of a spin qubit device based on a single phosphorus
dopant atom (red) implanted in silicon (19). The qubit electron spin is initialized and measured elec-
tronically through spin-dependent tunnel coupling to a nanofabricated single-electron transistor (gray)
and manipulated using pulsed ac magnetic fields (yellow concentric circles) delivered by an integrated
microwave transmission line. Image credit: W. Algar-Chuklin. (D) Confocal microscope image showing
an array of implanted nitrogen vacancy centers in diamond aligned to a microwave transmission line.
[Adapted with permission from (61); copyright (2010) American Chemical Society]
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time, artificial atoms formed using gate elec-
trodes in analogy with QDs in III/V heterostruc-
tures have also met with success (18). Coherent
oscillations between two-electron singlet and
triplet states of a double QD defined in a Si/SiGe
heterostructure were demonstrated in 2012 (23),
in direct analogy with experiments in III/V QDs
(21). The measured dephasing timeT∗

2 ≈ 360 ns
was more than an order of magnitude longer
than in GaAs thanks to the much weaker hy-
perfine coupling in natural silicon, and further
improvements are expected for devices using
isotopically enriched 28Si.

Another group IV material with great prom-
ise for quantum information technology is dia-
mond. With its large 5.5 eV band gap, diamond
supports a plethora of optically active point de-
fects, many of which are paramagnetic and could
therefore serve as spin qubits. The most intense-

ly studied of these is the nitrogen-vacancy (NV)
center, consisting of a substitutional nitrogen atom
adjacent to a vacancy in the diamond crystal. In
its negatively charged ground state, the NV center
is an electron spin triplet, and a special set of
optical transitions facilitate the initialization and
measurement of its spin state simply through
optical excitation and fluorescence detection,
respectively (24). Diamond’s unique properties,
particularly weak spin-orbit interactions, an ex-
tremely high Debye temperature (limiting spin-
lattice relaxation), and the large band gap that
energetically isolates interband electronic states,
endow NV center spins with remarkable coherence
properties that persist up to room temperature.
Furthermore, isotopic purification of spin-free
12C diamond leads to ultralong coherence times,
up to several milliseconds at room temperature
(25). With on-chip microwave-frequency wave-

guides enabling quantum control operations on
subnanosecond time scales (26), more than one
million coherent operations can be performed
within the NV center’s spin coherence time.

A key feature of NV center spin qubits is ac-
cess not only to the electronic spin state but also
to the individual nuclear spins of the intrinsic
nitrogen atom and proximal 13C nuclei (27). This
makes each NV center a small “quantum register”
consisting of several individually addressable
nuclear spin qubits with exceptional coherence
properties that can be initialized (28), measured
nondestructively in a single shot (29), and even
entangled (30) through their interactions with
the electron spin. These nuclear spins could act
as operational qubits in their own right, with the
electron spins serving as ancillary qubits for ini-
tialization and readout, or as integrated quantum
memory nodes associated with each electronic
spin qubit. A room-temperature quantum memory
consisting of a single 13C nucleus weakly coupled
to an NV center has been demonstrated with co-
herence exceeding 1 s (31). At temperatures≲10 K,
coherent optical transitions enable nondestruc-
tive single-shot spin measurements (32), coherent
control (33), and spin-photon entanglement (34),
with promise for integrating distributed NV cen-
ter nodes within a large-scale optical network.

Scalable Architectures
With high-fidelity control of individual spin qubits
now routine in many semiconductor systems,
solid-state devices are poised to reach their full
potential for integration and scalability. Never-
theless, a pressing challenge is the development
of a robust two-qubit gate that can be scaled up
to link many computational nodes into a larger
network. One approach is to fabricate multiple
qubits close enough together to use “direct” inter-
actions such as magnetic dipole-dipole or electro-
static coupling to generate an entangling gate—for
example, to implement a “surface code” compu-
tation using nearest-neighbor interactions only
(35, 36). This has been achieved both for pairs
of lithographic quantum dot qubits in GaAs (37)
and for NV center spins (38), although in both
cases the gate time is rather long, limiting the
entanglement fidelity. Furthermore, for applica-
tions in quantum communication and distributed
quantum computing, it is desirable to be able to
implement two-qubit gates between spins that are
spatially separated beyond the reach of nearest-
neighbor interactions. Such long-range coupling
requires a “quantum bus” to transmit quantum in-
formation between local nodes. Although ideas
exist for using nanomechanical resonators (39),
“chains” of fixed spins (40), or electrons them-
selves carried by travelling QDs (41, 42) as such
a bus, an obvious choice of “f lying qubit” to
transmit information is the photon.

Photons are an excellent means of linking
physical nodes within a network (43). They are
capable of rapid propagation, low dissipation,
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Fig. 3. (A) Cavity quantum electrodynamics with optical photons. (Upper left) Schematic of a single
spin embedded within an optical cavity. If the qubit-cavity coupling strength, g, dominates over both
qubit decoherence and the loss rate of photons from the cavity, k, the system is in the strong coupling
regime. (Lower right) Schematic of a photonic crystal cavity integrated with a diode structure used to
realize coherent optical control of a cavity-coupled QD spin (48). [Image courtesy of D. Gammon, U.S.
Naval Research Laboratory] (B) Superconducting qubits and spin qubits have quantum transitions in the
microelectron volt range, closely matching the energy of microwave photons. This cartoon depicts a
circuit quantum electrodynamics architecture that is used to couple a spin qubit to a superconducting
qubit via a microwave cavity.
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and low signal loss via integrated waveguides or
fibers leading to or from the outside world. Fur-
thermore, high-quality solid-state optical cavities
mediate the coupling strength between spin qubits
and photons (44), providing tools for photon-based
selective readout and state preparation. When a
qubit is optimally matched to an optical cavity—
in the “strong coupling” regime (Fig. 3A)—the
coherent interaction between the qubit and the
cavity modes dominates over other, dissipative
processes, such as the loss of photons from the
cavity or the emission of qubit excitations to com-
peting states. Notably, progress in the design
and fabrication of dielectric optical cavities over
the past decade has allowed the achievement of
strong coupling between microcavities and semi-
conductor QDs (45, 46). Strongly coupled sys-
tems produce entangled qubit-cavity states, such
that the resulting photons carry the signature of
the quantum state of the qubit, allowing long-
distance propagation of that physical state in-
formation throughout the network. Although
tremendous progress has been made in control-
ling purely photonic behavior with high-Q cavities
and optically active QDs (47), it has remained a
challenge to study cavity-coupled spin qubits.
Promisingly, a photonic crystal cavity device in-
tegrated with a diode structure (Fig. 3A), neces-
sary to tune the charge state of embedded QDs,

has enabled coherent optical control of cavity-
coupled spin qubits (48).

For “emerging” materials like diamond, where
new fabrication techniques are required, cavity
coupling to NV centers and other optical qubits
still has much room for progress (49). Even with-
out well-developed optical cavities, however,
photons can still mediate coherent information
transfer between distant qubits. A protocol has
recently been developed to generate heralded
entanglement between two NV center electron
spins in separate cryostats 3 m apart (50). Using
the dc Stark effect to tune the NV center optical
transitions (51), a pair of indistinguishable pho-
tons is prepared, each entangled with their source
NV center spins. By performing joint quantum
measurements on the photons, the spin-photon en-
tanglement is “swapped” to generate an entangled
state of the two spins. Given the ability to initial-
ize, measure, and entangle nuclear spin quantum
registers local to each NV center (28–30), this
protocol could enable long-distance quantum tele-
portation of spin states, quantum repeaters, and
extended quantum networks.

Although optically active qubits such as self-
assembled QDs and NV centers lend themselves
naturally to photonic coupling, electronic qubits
can also couple to photons, particularly those in
the microwave regime. In fact, typical spin reso-

nance frequencies of electronic spins in moder-
ate magnetic fields are in the gigahertz range,
closely matched to existing microwave resona-
tor designs and even superconducting qubit ar-
chitectures (52). A first step toward implementing
“circuit quantum electrodynamics” with spin
qubits was the recent demonstration of coupling
between an InAs spin-orbit qubit and a super-
conducting resonator (53). Superconducting
resonators have been effectively used to couple
superconducting qubits that are separated by
nearly a centimeter (54) and could similarly link
semiconductor spins either to each other or to
superconducting qubits (Fig. 3B).

Outlook
It is tempting to view the wide array of systems
under development as a race to find the “optimal”
qubit, but this is likely to be the wrong perspec-
tive. Each implementation has relative strengths
and weaknesses for different applications, and
it could well serve to use each to its advantage.
Modern computers comprise many types of log-
ical implementations, including transistor logic,
data transfer busses, and a large variety of mem-
ory nodes optimized either for fast access or
long-term storage. A similar hybrid future could
be in store for quantum computers, as envisaged
in Fig. 4. Computational qubits will be chosen
that are fast and easily coupled together, where-
as memory nodes should be long lived but each
need to be coupled to only one computational
node. This might mean that the memory is not
physically separated but is instead intrinsic to
each computational node, being, for example,
the nuclear spin of an NV center in diamond (55)
or a phosphorus donor in silicon (22). Although
optical interconnects are likely to serve as ports to
transfer quantum information to and from the
outside world, on-chip communication could be
accomplished through either optical waveguides
or superconducting microwave circuitry.

Although many challenges remain on the
road to constructing a “useful” quantum com-
puter, the pace of discovery seems to be accel-
erating, and spins in semiconductors are poised
to play a major role. Several materials systems
and architectures have already come to fruition,
but others waiting in the wings might prove to
be even better for some applications. For ex-
ample, the remarkable properties of the dia-
mond NV center motivates the search for other
impurity-based spin systems with similar prop-
erties, possibly in more versatile host materials
(56). Indeed, optically addressable defect spins
with room-temperature coherence have recently
been discovered in silicon carbide (57), which
boasts well-developed techniques for hetero-
epitaxy and fabrication of complex structures.
These and other material systems, such as rare-
earth ions in crystals (58) and II/VI semicon-
ductors (59), are likely to be a major focus in
coming years.

Quantum
memory

On-chip
quantum bus

Classical I/O

Off-chip I/O port
Coherent interface to 

optical photons 

Classical I/O
(Memory qubit control)

1 cm

Readout
devices

Spin qubit
array

Classical
control lines

Superconducting
microwave circuit

(Classical data, power,
qubit calibration)

Classical control 
& read-out circuitry

Quantum
processor

units Optical
photonic
crystal
cavity

Chip-to-optical
interface

On-chip
microwave
photon bus

Optical fiber
Secure quantum
communication

network

Quantum processor unit

R R R R R

Fig. 4. A future integrated quantum device architecture might consist of quantum processor units
comprising arrays of single-spin qubits, locally coupled on-chip using either photonic or microwave
cavities. Photonic crystal cavities could be used to interface electron spins with optical photons, allowing
long-distance transfer of quantum information via an optical fiber. Quantum memory might be located
remotely from the processor units as depicted here or integrated with the processor qubits by using the
nuclear spins of individual atoms. Classical circuitry provides qubit readout and calibration.
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The breadth of research in solid-state quan-
tum information science is largely what makes
the field so exciting. Advances achieved in one
system are often directly applicable to many
others, and solving the challenges that arise leads
to breakthroughs that carry over to other fields
of science and engineering. Clearly, the syner-
gies between solid state and atomic physics are
accelerating discoveries and demonstrations in
both fields. Besides the potential we already
recognize for quantum machines, our quest for
greater control over quantum systems will surely
lead to new materials and applications we have
yet to imagine, just as the pioneers of classical
computing could not have predicted exactly how
the digital revolution has shaped our informa-
tion age.
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REVIEW

Topological Quantum
Computation—From Basic
Concepts to First Experiments
Ady Stern1* and Netanel H. Lindner2,3

Quantum computation requires controlled engineering of quantum states to perform tasks
that go beyond those possible with classical computers. Topological quantum computation
aims to achieve this goal by using non-Abelian quantum phases of matter. Such phases
allow for quantum information to be stored and manipulated in a nonlocal manner, which
protects it from imperfections in the implemented protocols and from interactions with the
environment. Recently, substantial progress in this field has been made on both theoretical
and experimental fronts. We review the basic concepts of non-Abelian phases and their
topologically protected use in quantum information processing tasks. We discuss different
possible realizations of these concepts in experimentally available solid-state systems,
including systems hosting Majorana fermions, their recently proposed fractional counterparts,
and non-Abelian quantum Hall states.

Theprincipal obstacles on the road to quan-
tum computing are noise and decoher-
ence. By noise, we mean imperfections in

the execution of the operations on the qubits
(quantum bits). Decoherence arises when the
quantum system that encodes the qubits becomes

entangled with its environment, which is a big-
ger, uncontrolled system. There are two ap-
proaches to tackling these barriers. One is based
on complete isolation of the computer from its
environment, careful elimination of noise, and
protocols for quantum correction of unavoidable
errors. Enormous progress has been achieved in
this direction in the past few years. The other
approach, which is at the root of topological
quantum computation, is very different. It uses a
non-Abelian state of matter (1–10) to encode and
manipulate quantum information in a nonlocal
manner. This nonlocality endows the informa-
tion with immunity to the effects of noise and
decoherence (2–6).

Non-Abelian States of Matter
Several properties define a non-Abelian state of
matter (1, 2, 6–10). It is a quantum system whose
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