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How special relativity can help AI predict the
future
An approach inspired by Einstein’s light cones lets AIs make better guesses
about what will happen next. It could help predict the e!ects of drugs.

by Will Douglas Heaven August 28, 2020

É T I E N N E - J U L ES  M A R E Y

Nobody knows what will happen in the future, but some guesses are a lot better than others. A kicked
football will not reverse in midair and return to the kicker’s foot. A half-eaten cheeseburger will not
become whole again. A broken arm will not heal overnight.

By drawing on a fundamental description of cause and effect found in Einstein’s theory of special
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relativity, researchers from Imperial College London have come up with a way to help AIs make better
guesses too.

The world progresses step by step, every instant emerging from those that precede it. We can make
good guesses about what happens next because we have strong intuitions about cause and effect,
honed by observing how the world works from the moment we are born and processing those
observations with brains hardwired by millions of years of evolution.

Sign up for The Algorithm - Artificial intelligence, demystified

Enter your email, get the newsletter Sign up

Stay updated on MIT Technology Review initiatives and events? Yes No

Computers, however, find causal reasoning hard. Machine-learning models excel at spotting
correlations but are hard pressed to explain why one event should follow another. That’s a problem,
because without a sense of cause and effect, predictions can be wildly off. Why shouldn’t a football
reverse in flight? 

This is a particular concern with AI-powered diagnosis. Diseases are often correlated with multiple
symptoms. For example, people with type 2 diabetes are often overweight and have shortness of
breath. But the shortness of breath is not caused by the diabetes, and treating a patient with insulin
will not help with that symptom. 

The AI community is realizing how important causal reasoning could be for machine learning and are
scrambling to find ways to bolt it on.

Researchers have tried various ways to help computers predict what might happen next. Existing
approaches train a machine-learning model frame by frame to spot patterns in sequences of actions.
Show the AI a few frames of a train pulling out of a station and then ask it to generate the next few
frames in the sequence, for example.

AIs can do a good job of predicting a few frames into the future, but the accuracy falls off sharply after
five or 10 frames, says Athanasios Vlontzos at Imperial College London. Because the AI uses
preceding frames to generate the next one in the sequence, small mistakes made early on—a few
glitchy pixels, say—get compounded into larger errors as the sequence progresses.

Vlontzos and his colleagues wanted to try a different approach. Instead of getting an AI to learn to
predict a specific sequence of future frames by watching millions of video clips, they allowed it to
generate a whole range of frames that were roughly similar to the preceding ones and then pick those
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that were most likely to come next. The AI can make guesses about the future without having to learn
anything about the progression of time, says Vlontzos.

To do this, the team developed an algorithm inspired by light cones, a mathematical description of the
boundaries of cause and effect in spacetime, which was first proposed in Einstein’s theory of special
relativity and later refined by his former professor Hermann Minkowski. Light cones emerge in
physics because the speed of light is constant. They show the expanding limits of a ray of light—and
everything else—as it emanates from an initial event, such as an explosion.

Take a sheet of paper and mark an event on it with a dot. Now draw a circle with that event at the
center. The distance between the dot and the edge of the circle is the distance light has traveled in a
period of time—say, one second. Because nothing, not even information, can travel faster than light,
the edge of this circle is a hard boundary on the causal influence of the original event. In principle,
anything inside the circle could have been affected by the event; anything outside could not.

After two seconds, light has traveled twice the distance and the circle’s size has doubled: there are
now many more possible futures for that original event. Picture these ever larger circles rising second
by second out of the sheet of paper, and you have an upside-down cone with the original event at its
tip. This is a light cone. A mirror image of the cone can also extend backwards, behind the sheet of
paper; it will contain all possible pasts that could have led to the original event.

Vlontzos and his colleagues used this concept to constrain the future frames an AI could pick. They
tested the idea on two data sets: Moving MNIST, which consists of short video clips of handwritten
digits moving around on a screen, and the KTH human action series, which contains clips of people
walking or waving their arms. In both cases, they trained the AI to generate frames that looked similar
to those in the data set. But importantly the frames in the training data set were not shown in
sequence, and the algorithm was not learning how to complete a series.

They then asked the AI to pick which of the new frames were more likely to follow another. To do this,
the AI grouped generated frames by similarity and then used the light-cone algorithm to draw a
boundary around those that could be causally related to the given frame. Despite not being trained to
continue a sequence, the AI could still make good guesses about which frames came next. If you give
the AI a frame in which a short-haired person wearing a shirt is walking, then the AI will reject frames
that show a person with long hair or no shirt, says Vlontzos. The work is in the final stages of review at
NeurIPS, a major machine-learning conference 

An advantage of the approach is that it should work with different types of machine learning, as long
as the model can generate new frames that are similar to those in the training set. It could also be used
to improve the accuracy of existing AIs trained on video sequences.

To test the approach, the team had the cones expand at a fixed rate. But in practice, this rate will vary.
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A ball on a football field will have more possible future positions than a ball traveling along rails, for
example. This means you would need a cone that expanded at a faster rate for the football.

Working out these speeds involves getting deep into thermodynamics, which isn’t practical. For now,
the team plans to set the diameter of the cones by hand. But by watching video of a football game, say,
the AI could learn how much and how fast objects moved around, which would enable it to set the
diameter of the cone itself. An AI could also learn on the fly, observing how fast a real system changed
and adjusting cone size to match it.

Predicting the future is important for many applications. Autonomous vehicles need to be able to
predict whether a child is about to run into the road or whether a wobbling cyclist presents a hazard.
Robots that need to interact with physical objects need to be able to predict how those objects will
behave when moved around. Predictive systems in general will be more accurate if they can reason
about cause and effect rather than just correlation.

But Vlontzos and his colleagues are particularly interested in medicine. An AI could be used to
simulate how a patient might respond to a certain treatment—for example, spooling out how that
treatment might run its course, step by step. “By creating all these possible outcomes, you can see how
a drug will affect a disease,” says Vlontzos. The approach could also be used with medical images.
Given an MRI scan of a brain, an AI could identify the likely ways a disease could progress.

“It’s very cool to see ideas from fundamental physics being borrowed to do this,” says Ciaran Lee, a
researcher who works on causal inference at Spotify and University College London. “A grasp of
causality is really important if you want to take actions or decisions in the real world,” he says. It goes
to the heart of how things come to be the way they are: “If you ever want to ask the question ‘Why?’
then you need to understand cause and effect.” 
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