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Outline

Introduction — Deep Neural Networks (DNN) and Analog Memory
Phase Change Memory for DNN Training and Inference

Energy Efficiency for Analog Memory-Based Technigques
Summary
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The Rise of Al and DNN

« The rise of Al relied on improving algorithms, -
abundant data, and accelerating hardware.

« Deep Neural Network (DNN), as a major field of
Al, has surpassed human-level accuracy in some
tasks and outperformed most rule-based models. Hardware

Economic growth has slowed down in recent vyears .

i e Tex - v N
m_’ _et’ Das Wirtschaftswachstum hat sich in den letzten Jahren verlangsamt .
- T : Economic growth has slowed down in recent years .
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La croissance économique s' est ralentie ces derniéres années .

Object Detection Speech Transcription Language Translation
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Al Hardware: from Today to the Future

TODAY Near-term
Forward TPU1
Inference
(in the cloud Cust
& at the edge ustom
* CPUs digital
& GPUSs
- accelerators
Training
(mostly in
the cloud)
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Future...?

Analog-
memory-
based

accelerators
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Deep Neural Network (DNN)

A Deep Neural Network contains

= Synaptic ght multiple layers, ...
Input data (images, o) \ N each layer containing many neurons, ...
raw speech data, etc.) O\ each neuron driven through many
input to neural network @ synaptic weight connections
O from other neurons.
=
AE _|:
1. E |8
“MNIST” database — O
+ :
- check-reading ATMs | .
N @——9 ....... 3
Training: UN-trained network “um.. | have no idea?”
| “ “This is a seven.”
Forward inference: Fully trained network “This is a seven.”

Hardware opportunity: Efficient, low-power deployment
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Data Movement Cost

Digital Accelerators AnalogAccelerators

CPU Me mo ry

Inpu y
b

o 2 |b

Von Neumann Architecture lOutput
xConsumes high energy in data movement

How is the network mapped into memory,
and how is the multiplication performed?

XBus has limited bandwidth & can be a bottleneck

Analog in-memory computing offers better energy efficiency and throughput

SDC
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Multiply-Accumulate with NVM

Software design

M, Hardware implementation

M AR AR A A A
@aa&a&a
Q.-
@< vy

@

~——

= How to map a neural network on a NVM crossbar array?
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Multiply-Accumulate with NVM

Software design

Hardware implementation

Q v v
@vsves
) s W,=G-G
Q.=
1 AR A AR AR A

+

~——

» The weight is encoded with a conductance pair (G*, G)
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Multiply-Accumulate with NVM

Software design
Hardware implementation

Qv s
A AR A AR A
. V() mxi(t)
@, T,
@: 1

| =G*V(t) |=GV()

+ I /
Wij =G+ G-

D — y;=f(Z X w;)

@

S——

= The product x; wj; is obtained using Ohm’s Law
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Multiply-Accumulate with NVM

Software design

M,

S——

* The sum performed using Kirchhoff's Law
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Hardware implementation

Y. | = G*V(1) | =ZGV(1)

+ S 6 +6'



Analog Memory Options (Examples)

« No ideal device for analog computing, but many promising candidates.

Phase change memory (PCM) RRAM ECRAM CMOS MRAM & Ferroelectric Photonics
(crystalline/amorphous transition) (filamentary) (Electrochem) (capacitor) (domain wall motion) (transmission)
[ | Metal gate
Phase-change Il — +?|..|..|. 111
R EEEEEE o . ' %OU Ri t
00, 55,2.°.° bridge 08 ing resonators
O T .P.(':.'rd oG 3¢ 1 ++ - - - - or Mach—Zehnder
o 0’0 Co w b4 RV interferometers
Insulator] p L OODielectric YR graFg'?'e -
confined channel
mushroom surfactant magnetic FE [ Photo-detector ]
+ Mature among storage-class memory + Bi-directional + Symmetric +Symmetric + Symmetric + Low power
+ Small + Low power + Mature + Low power + Mature
- Abrupt reset - Stochastic - Open circuit - Cell size - Domain wall control - Cell size
- Asymmetry (/-cell) -Asymmetry voltage - Retention - Scalability (# of
- Drift - lon motion neurons)
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Why Phase Change Memory (PCM)?

Mature memory technology (large-scale demos & products)
Large resistance contrast (allows more analog states)

Much longer endurance than Flash

Good physical understanding of device non-idealities, such as
conductance drift

Amorphous Crystalline
0,950 00 soecececece Top Electrode
U‘Pc‘&’ D‘o;ﬁ Sececececes :
Ao, Q)’g scececececes  RERECILE
e e 8,y ece 800 80
Disordered, high resistance Ordered, low resistance

Bottom Electrode

20 nm

LIRS e ——

|
-
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Energy Efficiency for Analog Memory-Based Technigques
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For Training:
Achieving Software Accuracy

80

- Problem: Conductance
G- * Uni-directional =T
* Stochastic o

10

*Non-linear = asymmetric

What do we really want?
For training
* Gentle, symmetric
conductance changes

1
0 10 20 30 40
Number of pulses

Our published results in DNN training w/ PCM on MNIST dataset

2014 - IEDM - 82% w/ “mixed-hardware-software” experiment
2018 — Nature > 98% (e.g., software-equivalent) w/ new unit-cell
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Accuracy on MNIST Datasets

« Software-equivalent training accuracy achieved with 2T2R+3T1C unit
cell and “polarity inversion” technigue

100 I I I I

M9 -

98 -

97| -

Accuracy [%]

96~ -

MNIST _
329,770 PCMs

Epoch

llll!

KNS
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Accuracy [%]

87

[o2] [o:]
XN &
| | | | | I I 1

78
77
76

More Significant Pair Less Significant Pair

(LSP)

W=F*(G"-G)+g'-g
9°-g

-_—

MNIST-Backrand -

330,370 PCMs -

L

5 10 15 20

- Symmetry - Weight update performed on g+

— g-shared among many columns

- Dynamic Range
- Non-Volatility

- Gain factor F (e.g. F = 3)

- Weight transferred to

PCMs infrequently (every 1000s of images)

- “CMQOS variabilities” - Counteracted by

“Polarity Inversion” technique

S.Ambrogio et al., Nature, 558, 60 (2018)




Transfer learning
ImageNet to CIFAR-10/100

91 T T T T 8 I I I I
- 76 -
of  Traning . L Training i
0 89} - T i
— 70} -
gSB- - gsa— -
b :
Wl CIFAR-10 | 62} § CIFAR-100 -
40,980 PCMs €0 [ 409,800 PCMs 1
8% : 0 5 20 %89 s 0 i 20
Epoch Epoch
Convolutional and
Subsampling layers Only train last fully-

I connected layer

/ ‘ - a “77,‘;.‘ Fully Connected layer

Transfer Learning: Use pre-trained,scaled weights
from ImageNET for convolution layers

S.Ambrogio et al., Nature, 558, 60 (2018)
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For Inference:
Addressing PCM Non-ldealities

w=a.c T 0,
A

I

10 20 30
Number of pulses

What do we really want? For inference...
*Precise tuning
*High yield
*No change over time

Our recent results in DNN inference w/ PCM

Jan 2019 — Adv. Electr. Mater. = programming schemes for 4 PCMdevices

June 2019 — VLSITech.Symp. = software-equivalence in“mixed-hardware-software’
experiment for Long-Short Term Memory (LSTM)

Dec 2019 — IEDM - effects of PCM “resistance drift” on DNN accuracy

’
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Programming of Multi-PCM Weights

Four Phases Physical Location .
A/Y \ C. Mackin et al., Adv. Electr. Mater., 1900026 (2019)

\\\\:::\\\‘ \\\\;::\\\\ Illmﬁiﬂilll IIIIII IIII

Back-<= =1 " Minimize computation expense

ropagation ® ..

g |ﬁ m = Minimize area cost
= Forward 4 5 _5, . .
Most S'(‘ﬁ,,”ggf‘”t Pair Leasts'({’gf;:;a”t Pair Ipropagat'on A " Program entire row in parallel

W=Fx(C'-G)+g' -g | South | ] = 2 bits per weights (p, s)

Hardware Simulation

Error

Error=W — 00 i
0 w W! b | I Device + Algorithm Cor'r'elatlon
Error - 0 i 05
Phase 1 2 3 4 51 5
s ]
— 0
5 >
G* o G~ g g 1] 2
~ ) < 05
= <§—h &=
0.5 0 0.5
60 90 120 Desired Weight )

i Total Pulses
Pulses
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Programmlng
PCM ="F,

o 0‘4

Three programming _

|constant pulses lincrease pulses |decrease pulses

AT RWRRY
TR E R
TARLRRRLRRLRRRRLY

o
il

SChemeS 107 Reset2 4 6 8 10 12 14 Reset2 4 6 8 10 12 14 16 Heset2 4 6 8 10 12 14 16

Pulses Pulses ___Pulses

= Constant Current 1.0

0.8F
= |ncrease Current L o6

= Decrease Current 02“2‘:

0.0

Decrease Current 8
Pulses provide faster '
and monotonic @ s
—s 4

convergence to 5 o
analog G states 2
1

0

R

S.Ambrogio, IEDM, 6.1 (2019)
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20k PCMs |
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Closed Loop Parallel Programming

with Device Variation

« An iterative RESET programming
scheme to program phase change **@m ™ = * ™ = = |

Target Programmed

1.0
Conductance Conductance | K
0.8 1 32 64 96 1 32 64 96 128
: Bit-line Bit-line
Cc 10 et M N B |
0.6 0.8 -
¥, Saturated
L 06 ,f PCMs region _|
0.4 C - o) /i
: urrent Qo4 32 targets, -
## | decrease ~ from 0.1 uS
0.2 / ! - 0.2 Sensitive 3
I T; t J 1 pgion t? 19 H ?
0.0 = | arg|e 0'00 1 2 3 4 5 6 7 8 9 10 11 12
~0 1 2 3 4 5 Conductance [uS]

Conductance [uS
[1S] H.Tsai,VLSI Symposium, T82-83 (2019)

2020 Storage Developer Conference. © IBM Research. All Rights Reserved.



Mapping of Multi-PCM Weights

= Mapping weights to 4 phase change memory (PCM) devices
Improves resilience to write noise and conductancesaturation

2-PCM ce

I [1S]
. f | | \ 2048 SEEn R s s - 10 2048
. 4'":'\. 4'":I\.W‘. N 4'":’LW,.. D 1536 Q 1536
~ 1o = =
G 0 g T 1024 5 O 1024
o) o)
® M ost Significant PairL east Significait Pair | = st Target Programmed = si2 Target Programmed
P (M5p) (LSP) Conductance ~ Conductance Weight Weight
o 64 9 1 32 64 96 128 ° Y32 64 9 1 32 64 9
Bit-line Bit-line Bit-line Bit-line
. - o 1.0 T ( | S S
26 | . ([ 20|
. PCMs PCMs
1 Los -
32 targets, - Ooa4 32 targets, -
from 0.1pS | from -10 uS |
gt -0g- to 10 uS 02 JJJ )] to/ 10 uS
—_— _ - | 1 | |
W = G+ F 0072 3 56 7 8 9 10 17 12 % 8 6 4 =2 0 2 4 6 8

4
Conductance [uS]

2020 Storage Developer Conference. © IBM Research. All Rights Reserved.

~ Weight [uS]
H.Tsai,VLSI Symposium, T82-83 (2019)




Long-Short Term Memory (LSTM)

Long-Short Term Memory (LSTM) networks are use extensively for
sequence modeling, e.g., speech recognition and translation

« LSTMs consist of mostly fully connected networks that are well suited
for analog acceleration

Long Short-Term Memory (LSTM)cell

Decoder —» Y(t) output
- thao t A
Y - ~
cell o = new cell
ths(t 6/ state =P ) P state
Gani>
RNN T r"% @
layers < a0 hidden (o] lg ]l lo] new hidden
O state = ) > state
1h1(t) )
input
K t XE(t)

Xo(t) = Encoder
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Language Modeling with LSTM

« Task: Predict the probability of the next character or word
« Training Is supervised, but no labeling is needed
« Performance is measured by cross-entropy loss or perplexity

Word Based Prediction xo(t) R : (1) hy(t) h,(t)
X(t) = And so it was indeed: she was now only ten inches high, [...] + Emllia':;igrlng
LSTM “ideal” prediction
"so | it |was| indeed | she |
c(t—1) .
Q@D v (1) = W, « h(t) + by hﬂl hﬁF- q e
INT O ANT ANE AN

Output Layer

h(t)

L1\ probability(t) = softmax|[ y(t)]

lcolumn=ZXXW;

Cross-Entropy Loss = me D Bm
-log(probability for correct answer) wl ol wlol wl]u o * propagation
®
Perplexity = exp(Cross-Entropy Loss) = x(t)  he-1 .
1/probability for correct answer M
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Mixed Hardware-Software Experiments KEabs
with Long-Short-Term Memory (LSTM)

« Software-equivalent accuracy was achieved on commonly used
language modeling benchmarks, with 2.5M PCM devices in weights

x0(t) x(t) LSTM 1 hi(4 LSTM 2 h2(t) y(t)
-> Layer Layer 150

T T LI LI 'l'lll LI Ll T LB
Mixed Hardware-Software 106 Penn Tree Bank (PTE 1;3: - Other works ~
; m
Experiment 104 120 a - (software) -
Read PCM conductances > = 1191 98 o1 '|'|-.1' k -
> weights % 102 %" %" 9 100 k=..... ' IS WOr —
Q = o ] o o0} ;o ou | lbetter >
o S o I O 8o0l-641,600 _
Next LSTM example: @ 100 2 o o o LLsTM ¢ J
7 ” o >, m B : B 7
Forward” neuron a - s = 60 Fweights 14.64x10° W w _
computation in software 98| = L -
p I E‘ E E‘ E ig ln P|CMI 1 El 11 lll 1 L
96 N R 10° 10’ 10°
97.9 105.08 98.91

Number of weights

H.Tsai,VLSI Symposium, T82-83 (2019)
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Conductance Drift

« As the amorphous state relaxes, PCM conductance gradually decreases

« PCM drift can be quantified with an exponential time dependence with a
drift coefficient v

. . 100 T T T T T T
Even without any write error...
) slope -v
= W
8 M
Conductance © ;‘_' R Sdetts aestant s Y
"g‘ --------------------
...drift decreases and spreads conductances | 1 0 7 T TTamSRReeia.
c
o
&)

Al | =)’
0.1 L L L L L L ]

Conductance 10 10 10
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Drift Impact and Slope Correction

« PCM drift causes weight decrease at different rates from device to device,
which increases LSTM loss over time

= Slope correction: tuning the activation function leads to signal restoration

No correction

Slepe

£8P0 RelLU2

eaA auo Jalje SSO07

LSTM -

Slope Correction 1

S.Ambrogio, [EDM, 6.1 (2019)
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Impact of PCM Drift on ResNet-18

= Impact of drift is much stronger since every weight is reused many times

Convolutional Neural
Network (CNN): ResNet-18
Image: CIFAR-10

Fully Connected, 10

3x3, 64

3x3, 64
3x3, 64
3x3, 64
3x3, 64

3x3, 128
3x3, 128
3x3, 128
3x3, 128

3x3, 256
3x3, 256
3x3, 256
3x3, 256

3x3,512
3x3,512
3x3,512

3x3,512
avg pool

95

©
S

Accuracy [%]

' CIFAR-10

Sllope Correction

|

PCM

_Write

ResNet-18
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Dependence on Network Design

= Increasing number of hidden layers or size of hidden layer leads to
Increased drift resilience — IF slope correction is used

ResNet-18 Conv Network for CIFAR10

2020 Storage Developer Conference. © IBM Research. All Rights Reserved.

Number of Layers

CNN filters fraction

> 96 I | I Increase Higher drift 2 96T , | | I_ncrea.se Higher drift
E — 95 RelLU Activation _ number of resilience E |—|94 = - filter size resilience
— — = — - e ctuvation -
O 3x3, 64 3x3,64 © 90 3x3, 32 3x3, 64
< 93— I i < & I I l
— Confined PCM, 3x3, 64 3x3, 64 — 3x3, 32 3x3, 64
2 OfF - . 2 o} -
= slope correction 3x3, 64 3x3, 64 e _ 3x3, 32 3x3, 64
Q. , 3x3, 64 3x3, 64 2 %O”f'”ed PCM, d /3x3,32 3x3, 64
L 2k - = slope
S Al | 3x3, 64 3x3, 64 S feorrection 3x3, 32 3x3, 64
| - = } - - - -
8 4L | 3x3, 64 S -1k 4
> 50 Mushroom PCM F 3x3, 64 > -50F Mushroom PCM o g
~ . sae T WLy e e e
10 18 34 3x3, 64 1/8 1/4 1/2 1




Noise-aware DNN training for Analog HW

- ResNet-34 trained on CIFAR-10 and ImageNet datasets

- Additive noise re-training can improve robustness of model and recover
loss in inference accuracy

o
~
[=)]

C o5

I L]
- [l After training

— [ After transfer to PCM synapses -

I T
|l After training

B After transfer to PCM synapses

@©O
=
)
~
~

~J
[\~

o

[#5]
~l
o

[<o]

N
[0)]
[o+]

7194 7162 B

<D
()}

<Q
ImageNet top-1 accuracy (%

CIFAR-10test accuracy (%)

[#)]
=

©
o

62
32-bit 4-bit Ternary  Additive noise 32-bit 4-bit Additive noise

Training schemes Training schemes

V. Joshi, Nature Communications (2020)
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Hardware Approach for Energy Efficiency

1) Parallelism is key . Erdware acue eraiien il
. . _ with analog memory: o e
2) Av0|d|ng ADC (Analog-to-Digital Conversion) saves micro-architectures for low Nathan C. P Farnha
tlme, power & area energy at h|gh Speed Ch;rles Mackin
3) Do the necessary computations (squashing e e et e ot deions o Stefano Ambrogo
functions) but be as “approximate” as you can et arrom o anatot romonies. Dot ot tamor i & Geotey W. Br
4) Develop efficient and reconfigurable routing IBM J. R&D, IEEE vol. 63, pp. 8:1-8:14, | Nov.-Dec. 2019.
strategies to get vectors of data from the bottom of
one array to the edge of the next one
a Forward Propagate b Weight Update c Reverse Propagate

||xpu|ses A

| ===
===

%
4 =

(7]
South

117
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SDC

Where are we on the Roadmap?

" NVI DIA VlOO O 1 TOPS/ SeC/ W Analog Al Cores ® ? CV';:I:ng‘:iIn::i:L?Materials
= Google TPUL: 2.3 TOPs/sec/W Digital AI Cores

with Approximate Computing @

= Inference Only
= NOT including data movement E
. ) 100
« [BMinternal Analog designs: . W
® . .
«  MNIST : 15.2 TOPs/sec/W 2 xLo7]  goudwe achieve this?
> 1 elfa
- PTBLSTM : 14 TOPs/sec/W Pl N 0.5
a :
= O e /ﬁustry trends using
0.01 \/ existing base technologies
' fordeep lgarning
0.001 computations

2014 2016 2018 2020 2022 2024 2026

Al roadmap from IBM Al Hardware Center announcement
www.ibm.com/blogs/research/2019/02/ai-hardware-center/
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How to Improve Energy Efficiency?

1) Reduce average NVM conductance - reduces array currents during Multiply-Accumulates
—> Current focus of various material and device design efforts

180
2) Reduce technology node 160 TOPs/sec/'W
90nm -> [4nm P
: . 140 »
Benefits just from scaling !
routing energy 120f P
Z
. . 100 7
Area efficiency for inference: ~ PR
10—70TOPs/sec/mm? 80 P ” & ’90““\
60 o
(vs.~0.3TOPs/sec/mm2 forTPU vl :In- i ; -~
Datacenter Performance Analysis of aTensor 40 =
Processing Unit) = =0 -
20 r -
IBM J. R&D, o—. HIEE I T
IEEE vol. 63, pp. 8:1-8:14, | Nov.-Dec.2019. 3uS 1uS 300nS 100nS 30nS

Decreasing conductance =P
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Conclusion

NVM-based crossbar arrays can accelerate Deep Machine Learning compared to GPUs
= Multiply-accumulate performed at the data - saves power and time
= But conventional NVM devices (like PCM) are imperfect...

Recent training results

= Mixed-hardware-software experiments = software-equivalent training accuracy
(S. Ambrogio et al, Nature, 558, 60 (2018))

Recent inference results

= Programming strategies for 4-PCM-based weights
(C. Mackin et al., Adv. Electr. Mater., 1900026 (2019))

= Mixed-hardware software experiments on LSTM (H. Tsai et al., VLSI Tech. Symp.
(2019))

= Impact of resistance drift in PCM (S. Ambrogio et al., IEDM, 6.1 (2019))

Power projections based on real circuit designs
« 100x better energy efficiency (+ 100x speedup) on fully-connected layers
(for LSTM and other networks) (H.-Y. Chang et al., IBM J. R&D, (2019))

htsai@us.ibm.com
2020 Storage Developer Conference. © IBM Research. All Rights Reserved.



mailto:htsai@us.ibm.com

Acknowledgements

Geoffrey Stefano Hsinyu Charles Katie Bob Kohii Scott
Burr Narayanan  Ambrogio Tsali Mackin Spoon Shelby Hosokawa Lewis

Management Support

_—g ."\
: = |

by R : A i £ A . &
Spike Winfried Bulent Jeff Heike Sudhir Dario Wilfrie Arvind Vijay
Narayan Wilcke Kurdi Welser Riel Gowda Gil Haensch  Kumar Narayanan Burns

2020 Storage Developer Conference. © IBM Research. All Rights Reserved.



