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THE FUTURE OF LOW-LATENCY MEMORY 
Why Near Memory Requires a New Interface

he growth of data processed and 

stored, and the new ways that 

computers are being used, are 

causing memory capacity and perfor-

mance requirements to balloon.  Near 

Memory, the memory connected directly 

to a processor’s pins, must grow larger 

and faster to keep pace. 

But DDR bus speeds decrease as mem-

ory is added to a 

processor’s pins.  

This means that 

a DDR-based 

memory sys-

tem must trade 

off between 

speed and size, 

or that an in-

creasing num-

ber of DDR 

channels must 

be added to a 

processor to 

achieve both 

ends. 

This state of 

affairs is driving changes in the 

processor-memory interface.  These 

changes will be discussed and evaluated 

in this white paper.  The three 

established DRAM interfaces seen in 

Figure 1. will be reviewed, resulting in 

recommendations and an outlook for the 

future path of these interfaces. 

The DDR Conundrum 

For Near Memory, the memory that at-

taches directly to a processor’s pins, the 

current DDR parallel memory bus has 

been tweaked and adjusted over the 

years.   

Although its performance has improved 

impressively for more than two decades, 

DDR is failing to keep pace with the in-

creasing bandwidth requirements of pro-

cessor chips.  Processor core counts are 

rising quickly, and clock speeds continue 

to creep high-

er, driving a 

thirst for 

bandwidth and 

capacity that 

runs in direct 

opposition to 

the way the 

DDR bus op-

erates.  

To achieve the 

highest DDR 

speeds, the 

bus’s capaci-

tive loading 

must decrease 

as the bus 

speed increases.  Because of this, the 

memory channels that previously man-

aged four DIMM slots have shrunk to 

three, then two, and now the highest-

speed channels can only support a single 

slot. 

As a result, the amount of memory per 

channel is declining. 

One response is to add more memory 

channels to the processor, but this con-

sumes more real estate on the most ex-

pensive chip in a computer system, 
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while also adding to the chip’s power 

budget. 

Some processors, notably GPUs, use 

HBM (High Bandwidth Memory) to get 

past this issue.  HBMs are stacks of 

DRAM that present 1,000-2,000 parallel 

signal paths to the processor.  This can 

improve performance but the processor 

and the HBM must be intimately con-

nected.   

Although HBM is a help, it’s considera-

bly more expensive than standard 

DRAM and is limited to stacks of no 

more than twelve chips, limiting its use 

to lower-capacity memory arrays.  HBM 

is also complex and inflexible.  There’s 

no way to upgrade an HBM-based 

memory in the field.  As a consequence, 

HBM memory is only adopted where no 

other solution will work  

Todays and tomorrow’s computing sys-

tems need a growing amount of both 

Near and Far Memory, that provide as 

much bandwidth as possible and the pro-

cessor needs to use the smallest possible 

die area to communicate with these 

memories. 

The Industry’s Response 

There have been numerous approaches 

to manage the different requirements of 

low latency Near Memory.  As men-

tioned above, Near Memory bandwidth 

needs have been addressed by adding 

memory channels to the processor or by 

harnessing HBMs, but these changes do 

nothing to help increase the size of the 

memory, and can even work against it.   

Intel introduced very high density DDR 

modules based on its 3D XPoint memory 

technology, but this technology is slow, 

and this requires the processor to always 

need some DRAM to work around its 

speed issue.  That’s difficult to do when 

each memory channel is restricted to a 

single slot! 

Another approach is to add memory on 

the other side of a buffer in a Far 

Memory space.  This adds considerable 

latency, and the DDR bus, which is the 

only way that today’s mainstream pro-

cessors communicate with Near Memory, 

is unable to communicate with two dif-

ferent memory speeds. 

Since Far Memory has higher latency 

than the Near Memory on the DDR bus, 

and since the DDR bus can only com-

municate with a single memory speed, 

buffered memory pools were originally 

connected to the processor as I/O devic-

es.  This gave the memory pool the un-

fortunate distinction of being a memory 

that was a couple of orders of magnitude 

higher latency than DRAM at a cost that 

was slightly higher than DRAM’s, 

thanks to the required support circuitry.   

The “orders of magnitude” latency dif-

ference came from the way the data was 

managed, through a hardware and soft-

ware I/O protocol. 

This conundrum drew the attention of 

various teams of system architects, who 

produced a number of similar solutions: 

CAPI, in 2014, OpenCAPI, CCIX, and 

Gen-Z in 2016, and CXL in 2019.  These 

new protocols allowed the processor to 

access the slower Far Memory as 

memory, rather than through an I/O 

channel, and even to manage coherency 

between the various caches and memo-

ries sprinkled throughout the system. 

This solved the problem of increasing 

overall memory size, but it did not satis-

fy the need for larger Near Memories 

with high bandwidths and low latencies. 

One of these protocols, CAPI, which 

originally was layered on top of the PCIe 

protocol, later developed a new underly-

ing protocol to improve performance.  

This new protocol became the Open-

CAPI standard, and subsequently was 

developed into a new way to communi-

cate with memory that brought band-

width close to that of HBM without in-
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curring HBM’s high cost and capacity 

restrictions.   

This approach, dubbed the “Open 

Memory Interface” or OMI, uses exist-

ing high-speed 

serial signaling 

PHYs, with a 

custom proto-

col, to connect 

standard low-

cost DDR 

DRAMs to the 

processor.  

OMI is a laten-

cy-optimized 

subset of 

OpenCAPI. 

This approach allows large arrays of in-

expensive DRAM to be connected at 

high speeds to a processor without bur-

dening the processor with a lot of addi-

tional I/O pins. 

The relationship between DDR, HBM, 

and OMI is illustrated in Figure 1.  DDR 

can support larger memory capacities 

than HBM, and HBM supports higher 

bandwidth than DDR.  OMI provides 

near-HBM bandwidth at larger capaci-

ties than are supported by DDR. 

Why I/O Pins are Trouble-
some 

Figure 2 shows a die photo of the I/O 

Die (IOD) for AMD’s EPYC Rome pro-

cessor, which packages four or eight 

CCDs (Core Complex Dice) with a sin-

gle IOD. 

The I/O Die supports eight DDR4 3200 

channels for an aggregate bandwidth of 

204 gigabytes per second (GB/s), or 

25.6GB/s per channel. 

DDR is the most mature of the technolo-

gies listed in this document, and has 

been the basis for all DRAM for two 

decades. 

The annotation on the photo shows how 

much die area is consumed by the DDR 

I/O on the left 

and right sides 

of the chip.  

Each of the 

eight channels 

uses about 

7.8mm² out of 

the chip’s total 

area of 

416mm².   

One way to 

estimate the 

relative economy of the I/O’s die area, 

that is, how well it’s being used, is to 

calculate, on average, how much 

memory bandwidth is supported by one 

square millimeter of silicon.  In the case 

of this chip it’s (25.6GB/s)/7.8mm², or 

3.3GB/s/mm².  Shortly we will compare 

that against similar figures for other 

memory interfaces. 

That takes care of DDR.  What about 

chips that communicate with their 

DRAM via the very wide HBM chan-

nels?  As an example of that we present 

the NVIDIA Ampere processor, which 

sports five HBM channels.  It’s shown in 

Figure 3. 

This chip’s five active HBM2E buses 

each achieve a read bandwidth of 

200GB/s, and a similar write bandwidth, 

since HBM has separate read and write 

buses. 

As the annotations on the figure illus-

trate, 11.4mm² of the die is consumed by 

each HBM2E interface, giving a read 

bandwidth of 17.5GB/s/mm² and a write 

bandwidth of the same magnitude. 
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Note that there are actually six HBM2E 

interfaces on this chip, but NVIDIA only 

supports five of 

them, so we deter-

mined that it was 

fair to disregard the 

area wasted on the 

unused port. 

HBM is a newer 

technology than 

DDR, and has been 

shipping in volume 

only since 2015 

from SK hynix and 

since 2016 by Sam-

sung.  Micron 

Technology intro-

duced its first HBM 

in 2021, after hav-

ing shipped a com-

peting technology, 

the Hybrid Memory Cube (HMC) that is 

based on the same manufacturing pro-

cess. 

There’s another memory interface option 

in current production that is neither DDR 

nor HBM.  IBM took a very different 

approach with its POWER10 processors 

by having neither a 

DDR nor an HBM 

interface on the chip, 

choosing instead to 

use OMI to reduce 

the area on the pro-

cessor consumed by 

I/Os while still 

achieving a high data 

bandwidth.  POW-

ER10’s OMI memory 

channel leverages 

industry standard 

32Gbps PHY signal-

ing, but, unlike PCIe, 

the protocol has been 

optimized for ultra-low latency memory 

transactions. 

With OMI, the processor communicates 

with the memory through a separate 

transceiver chip that 

sits on the DIMMs.  

Microchip, who manu-

factures the transceiver 

chip, calls it a Smart 

Memory Controller.  

The processor com-

municates with this 

chip through a differ-

ential serial channel 

that moves data at a 

very high bandwidth.  

OMI DDIMMs (Dif-

ferential DIMMs) are a 

mature technology 

produced by Samsung, 

SMART, and Micron. 

The Smart Memory 

Controller is said to 

add only 4ns of latency to the DRAM’s 

access time over a standard registered 

DIMM.  IBM considers this latency in-

crease to be a viable trade-off when 

compared to OMI’s much higher band-

width than that of DDR4, and the signif-

icantly larger DRAM capacities that this 

approach supports.  

The DRAM pin ca-

pacitance no longer 

loads down the I/O 

pins on the processor, 

but is broken up 

among the OMI 

transceivers on the 

DIMMs.  

IBM’s POWER10 

processor chip, 

shown in Figure 4, 

uses sixteen OMI 

channels, eight on 

either side of the die, 

to get a total band-

width of 1TB/s, broken down to 

500GB/s of read bandwidth and 

500GB/s of write bandwidth. 
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The area consumed by these sixteen 

OMI channels is close to that required 

by three of the HBM2E channels on the 

Ampere chip or four of the DDR4 chan-

nels on the EPYC Rome I/O chip at 

34.6mm², giving the POWER10 chip an 

efficiency of 29.6GB/s/mm².  This is al-

most nine times the bandwidth per mm² 

of the DDR4 interface on the AMD 

EPYC Rome I/O chip of Figure 2 and 

close to that of the HBM2E channels on 

the NVIDIA Ampere chip. 

The numbers behind the above calcula-

tions, along with some other information 

about the buses, is compiled in Table 1. 

Capacity Limitations 

HBM2E has other limitations that do not 

apply to DDR and OMI.  Each HBM2E 

channel can support only a single stack 

of up to twelve chips, or 24GB of capac-

ity using today’s highest-density 

DRAMs, while each DDR4 bus can go 

up to 64GB and an OMI channel can 

support 256GB, over 10 times as much 

as HBM.  Furthermore, both DDR and 

OMI, being modular, allow for flexible 

configurations, field upgrades, and repair, 

options that are impossible in an HBM-

based system. 

Additionally, the size of the HBM stack 

and its required proximity to the proces-

sor chip limits the number of HBMs that 

can be attached to the processor.  Figure 

5, dramatizes that point.  The photograph 

shows an Ampere chip surrounded by its 

supporting HBM stacks on a GPU card.  

Each of the silver rectangles above and 

below the processor is an HBM stack.  

The silver color is the back of the stack’s 

top DRAM die, illustrating that it would 

be impossible to use a smaller package.  

Although it may be possible to add a few 

more HBMs on the left and right sides of 

the Ampere die, this would reduce the 

amount of space available for the chip’s 

other I/O. 

As opposed to HBM, the OMI and DDR 

approaches use standard commodity 

DDR DRAM chips.  These chips sell at 

a much lower price than HBM, first, be-

cause they aren’t burdened with the extra 

processing that HBM stacks require with 

their through-silicon vias (TSVs), which 

add significantly to the manufacturing 

cost; and second, because the market for 

DDR DRAMs, being significantly larger 
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than the HBM market, doesn’t come 

with the high price premiums that HBM 

chips can command. 

DDR supports up-

grades and multiple 

system configura-

tions, but it also has 

limitations, since the 

JEDEC DDR 

DIMM format was 

designed to fit with-

in a 1U chassis.  

JEDEC’s OMI 

DDIMM (Differen-

tial DIMM) me-

chanical specification defines not only a 

height to fit into a 1U chassis (Figure 6.) 

but it also defines larger card areas with 

taller form factors to be used in 2U and 

4U chassis. The DDR DIMM’s 1U for-

mat limits its capacity by the number of 

DRAM chips that can be fit onto the 

DIMM.  Since larger DDIMM formats 

can hold larger numbers of chips, they 

can support higher-density modules than 

can be built within the DDR DIMM 

standard. 

Also, the number of DIMMs that can be 

attached to a processor chip is limited by 

the number of DDR channels that the 

processor chip supports, and, as ex-

plained earlier, these ports consume val-

uable space on the processor die. 

These two issues set a lower maximum 

capacity per DIMM and a maximum 

number of DIMMs that can be attached 

to the processor chip.  Certain applica-

tions require more memory than can be 

supported in a DDR-based system. 

OMI’s ability to connect a very broad 

range of memory capacities via multiple 

DDIMM formats, coupled with the ca-

pability of fitting a very large number of 

OMI ports to a processor chip at a small 

expense in processor die area, provides a 

very simple memory upgrade path and 

supports a broader range of system con-

figurations than does the standard DDR 

channel. 

Although the 

DDIMM does re-

quire a transceiver 

that is not found on 

a DDR DIMM, Mi-

crochip’s Smart 

Memory Controller 

chip is relatively 

small, at 30mm², so 

it shouldn’t add 

significantly to the 

overall cost of the 

DDIMM. 

Technology Outlook 

How is computer architecture likely to 

develop, then, with all of these options? 

HBM prices are dropping, and we see 

that as a positive for the technology’s 

more widespread adoption, but it will 

remain significantly more costly than 

standard DDR, since the addition of 

TSVs adds nearly 50% to the cost of 

processing a DRAM wafer.  This cost is 

unlikely to be reduced significantly over 

time, even with higher production vol-

ume. 

HBM also suffers from constraints of the 

maximum amount of memory that can 

be attached to a channel, and the number 

of channels that can be attached to a pro-

cessor, since HBMs must be located ex-

tremely close to the processor chip.  As a 

consequence, HBM will be relegated to 

applications similar to those where it is 

presently used – smaller systems that 

require very high bandwidth but only 

limited memory.  Today nearly all HBM 

is used in high-end GPUs and specific 

classes of supercomputer processors.  

Over time it should migrate to high-end 

servers and midrange GPUs. 

OMI stands a good chance of finding 

adoption in those systems that require 

high bandwidth, low latencies and large 

capacity memories.  Today the technolo-
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gy is used in high-end, midrange, and 

entry-level servers based upon POWER 

processors, and is supported within 

FPGAs, but it would be a good candidate 

for use in other servers, as well as 

broader adoption within FPGA accelera-

tors, especially with the Open Source 

host and device RTL available today.  

The DDR in-

terface has 

already been 

abandoned by 

IBM’s POW-

ER processors. 

OMI also sup-

ports the use 

of varying 

memory 

speeds, so that persistent memory, like 

Intel’s 3D XPoint, which has significant-

ly different read and write latencies, can 

be connected to the processor chip as 

Near Memory through the same sort of 

transceiver chip as is used to manage the 

DDR DRAM chips on a DDIMM.  This 

removes the need for a specialized bus, 

like Intel’s DDR-T, to accommodate 3D 

XPoint’s different read and write speeds.  

DDR-T adds proprietary signals to a 

standard DDR4 memory channel, and is 

necessary to enable Intel’s Optane Per-

sistent Memory Modules to communi-

cate with the processor. 

DDR should remain around for a long 

time as it continues to dominate systems 

with modest bandwidth and memory ca-

pacity needs that are in the cost-driven 

lower-end of computing.  This would 

include all PCs and many low-end serv-

ers.  Smart phones also fit into this cate-

gory, but they will continue to use vari-

ants of DDR like LPDDR for their spe-

cial power-saving features. 

Conclusions 

Memory configurations for computers 

are undergoing changes to meet the de-

mands of future 

Big Data work-

loads, and these 

changes are go-

ing to accelerate.  

Memory sizes 

must increase, 

while the 

bandwidth be-

tween memory and the CPU must grow. 

This will be the driving force for an in-

creasing number of systems to attach 

Near Memory to the processor either 

through HBM or OMI.  Cost considera-

tions make OMI an interesting argument, 

at least for systems with large memory 

capacity and bandwidth requirements, 

but DDR should remain in good favor 

for widespread use at computing’s low 

end where only one or two DDR 

memory channels are required.  HBM 

will see growing adoption, but will con-

tinue to remain an expensive niche tech-

nology for high-end computing thanks to 

its additional production cost and severe 

capacity limitations. 
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