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Abstract— Among the beyond-complementary metal–oxide–
semiconductor (CMOS) devices being explored, ferroelectric
field-effect transistors (FeFETs) are considered as one of the most
promising. FeFETs are being studied by all major semiconductor
manufacturers, and experimentally, FeFETs are making rapid
progress. FeFETs also stand out with the unique hysteretic
Ids-Vgs characteristic that allows a device to function as both
a switch and a nonvolatile (NV) storage element. We exploit
this FeFET property to build two categories of fine-grained
logic-in-memory (LiM) circuits: 1) ternary content address-
able memory (TCAM) which integrates efficient and compact
logic/processing elements into various levels of memory hier-
archy; 2) basic logic function units for constructing larger
and more complex LiM circuits. Two writing schemes (with
and without negative supply voltages respectively) for FeFETs
are introduced in our LiM designs. The resulting designs are
compared with existing LiM approaches based on CMOS, mag-
netic tunnel junctions (MTJs), resistive random access memories
(ReRAMs), ferrorelectric tunnel junctions (FTJs), etc., that afford
the same circuit-level functionality. Simulation results show that
FeFET-based NV TCAMs offer lower area overhead than MTJ
(79%) and CMOS (42% less) equivalents, as well as better
search energy-delay products (EDPs) than TCAM designs based
on MTJ (149×), ReRAM (1.7×), and CMOS (1.3×) in array
evaluations. NV FeFET-based LiM basic circuit blocks are also
more efficient than functional equivalents based on MTJs in
terms of propagation delay (4.2×) and dynamic power (2.5×).
A case study for an FeFET-based LiM accumulator further
demonstrates that by employing FeFET as both a switch and
an NV storage element, the FeFET-based accumulator can save
area (36%) and power consumption (40%) when compared with
a conventional CMOS accumulator with the same structure.

Index Terms— Ferroelectric FET (FeFET), logic-in-memory
(LiM), nonvolatile (NV) memory

I. INTRODUCTION

IT IS becoming increasingly difficult for complementary
metal–oxide–semiconductor (CMOS) technology scaling

to provide high performance and energy efficiency that
emerging applications demand. Furthermore, information
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processing applications related to data mining, scientific com-
puting, video/image streaming, etc., will continue to stress the
processor-memory hierarchy. Recent work [1], [2] suggests
that in order for future microprocessors to match traditional
Moore’s Law performance scaling trends, 576 terabits of data
must be moved from registers/memory to logic every second.
If each operand moves a distance of 1 mm (i.e., over 10% of
the die), 58 W of a 65-W power budget would be allocated
to just data transfers. However, if this distance can be reduced
by 10×, 90% of a 65-W power budget could be devoted
to computations. Colocating processor elements and memory
would obviously have a significant, positive impact. To address
these challenges, researchers are looking to emerging devices,
innovative circuits and architectures, and combinations thereof.

When looking at ways in which memory and logic elements
can be brought closer together, we first consider “coarse-
grained” efforts that encompass separate logic and mem-
ory elements that are in closer proximity to each other.
Near-data processing [3]/processing-in-memory (PIM) proto-
types have been heavily pursued since the 1990s [4], [5].
While projections suggested that many application classes
could benefit from PIM systems, commoditized products
did not materialize a trend due no small part to the eco-
nomics of manufacturing logic in a dynamic random access
memory process (or vice versa) [3]. More recently, 3-D
integration is paving a new path toward realizable PIM
systems. As examples, studies suggest that systems such
as Micron’s hybrid memory cube [6] could reduce execu-
tion time and system energy by 15× and 18×, respec-
tively, for MapReduce [7], while the N3XT project suggests
1000× improvements in energy efficiency for abundant data
applications [8].

On the contrary to “coarse-grained” efforts, in this paper,
we study how the emerging technologies can impact the
performance, energy efficiency, and the area of “fine-grained”
logic-in-memories (LiMs) circuits, which could tightly inte-
grate processing and storage elements together. Frequently,
based on emerging technologies, these LiM structures integrate
nonvolatile (NV) storage elements with the logic itself. Here,
we present two categories of LiMs: ternary content addressable
memories (TCAMs) and basic logic function units. TCAMs
perform parallel searches for a given piece of data against
a table of stored data, and return information as to whether
a match occurs. TCAMs have obvious utility in network-
ing hardware and other applications, e.g., in routers, data-
base search applications, and associative memories [9]. Basic
Boolean logic function LiM structures employ the emerging
devices as both an NV storage element and a variable resistor,
and perform basic logic functions such as NAND, NOR, etc.,
based on the inputs as well as the bits stored in the emerging
devices. These LiM structures might be repeatedly used over
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the course of a given computation, e.g., for a sum-of-absolute
differences (SAD) calculation commonly used in compression,
motion detection, and so on [10].

We are especially interested in how ferroelectric field-effect
transistors (FeFETs) [11] that 1) are compatible with
current CMOS technologies [12] and 2) have been
experimentally demonstrated [12]–[17], can lead to more
efficient LiMs. Researchers have been investigating LiM
designs based on resistive random access memories
(ReRAMs), and spin-transfer torque random access
memories (STT-RAMs) [18], [19]. Both devices use
high-resistance states (HRSs) and low-resistance states (LRSs)
to encode binary states. However, these technologies face
challenges. For example, STT-RAM-based memories may
have low variable resistance (from 10� to 100k� in
general [19], [20]), low HRS/LRS ratios, and two terminal
structures. These shortcomings can lead to relatively high
energy consumption and extra transistors for write operations
and to maintain acceptable output swings. In contrast,
FeFETs are three-terminal devices. By tuning the thickness
of the ferroelectric (FE) material at the gate, hysteresis can
be introduced into a device’s I–V characteristic allowing
for a 1-T NV storage element. FeFET can also exhibit
high ON–OFF ratios (ION/IOFF ∼106 [21], [22]) and provide
inherent gain and higher ION than a MOS field-effect
transistor (MOSFET) as its structure is otherwise similar
to a MOSFET [13], [23], [24]. Only one access transistor
per FeFET is needed to facilitate writes, so that write/sense
circuitry can be reduced.

We propose two writing schemes for FeFETs, with and
without negative voltages respectively, and incorporate them
into our LiM designs. Building off of the preliminary FeFET
LiM designs from [25]–[27], we first consider FeFET TCAMs
in terms of its structure, operations, and layout at the cell
level. We then evaluate TCAM arrays with varying word
widths as well as row numbers against other TCAM arrays
[i.e., based on CMOS, magnetic tunnel junctions (MTJs),
and ReRAMs]. We also examine the energy efficiency of
FeFET-based TCAMs in the context of an enhanced graphics
processing unit (GPU) architecture which utilizes TCAMs
as an associative memory [28]. Our results show that an
FeFET-based TCAM can save up to 42% area than a con-
ventional 16-T CMOS-based TCAM with similar search
energy and delay. In addition, an FeFET-based TCAM array
with 64 rows can offer a maximum benefit of 7.5×/149×
in energy-delay product (EDP) versus ReRAM-/MTJ-based
designs.

Besides the TCAM design, we propose FeFET-based LiMs
for basic logic function units by exploring two design styles:
1) dynamic current mode logic (DyCML) and 2) dynamic
logic (DL). As a case study, we present the two LiM
design styles for a full adder (FA). Our designs are com-
pared with other equivalent LiM designs at the circuit level.
Notably, FeFET-based approaches are more efficient than
MTJ-based designs when considering metrics such as propaga-
tion delay (4.2×) and dynamic power (2.5×). Compared with
CMOS equivalents, FeFET-based designs still exhibit mod-
est improvements in the aforementioned metrics while also
offering nonvolatility and reduced device count. In addition,
for an accumulator design based on the DL FA LiM design,
the FeFET-based accumulator needs 35% fewer transistors
and consumes 40% less power than a conventional CMOS
accumulator.

Fig. 1. (a) FeFET structure and its equivalent circuit representation showing
FE capacitance and the capacitance of the underlying MOSFET. (b) FeFET
I–V curves with tunable hysteresis (from [26]).

The rest of the paper is organized as follows. Section II
provides relevant background of FeFETs and presents two
write schemes for FeFETs. In Section III, we discuss existing
work based on FeFETs and related work regarding fine-grained
LiM designs based on other emerging devices. Section IV
describes the design of FeFET TCAMs, including their cell
structures, operations and layouts, and the TCAM architecture
for the application level evaluations. Section V discusses
FeFET-based LiM designs based on the two designs styles.
In Section VI, we present evaluation results, while Section VII
concludes.

II. BACKGROUND

In this section, we describe some basics of FeFETs, includ-
ing the FeFET device, the FeFET simulation model, and two
general writing schemes for FeFETs.

A. FeFET Device

An FeFET is built by stacking an FE layer on the gate of a
MOSFET as shown in Fig. 1(a). The equivalent circuit is also
shown in Fig. 1(a), where the FE capacitance (CFE) couples
with the capacitance of the underlying MOSFET (CMOS).
Per [11], there is a negative change in polarization of the FE
layer with respect to the electric field, leading to a negative FE
capacitance (i.e., CFE < 0). A large CFE/CMOS ratio stabilizes
the FE layer in the negative capacitance region, and therefore,
the FE layer does not retain remnant polarization. This leads
to a voltage step-up action in the device, which can result in
steep-switching behavior. This type of device is referred to as
a negative capacitance field-effect transistor (NCFET), and is
being explored by both academia and industry [21], [29], [30].

As the FE layer thickness increases, and the CFE/CMOS
ratio is sufficiently low, the polarization of the FE layer can be
retained, leading to hysteretic behavior in an NCFET’s transfer
characteristic and, hence, nonvolatility. Such an NCFET with
hysteresis is called an FeFET, and recently, experimental
progress has been demonstrated with promising performance
and utility in embedded NV memories for low-cost Internet-of-
Things (IoT) applications [12]. Per Fig. 1(b), device hysteresis
can span over positive and negative gate–source voltages (Vgs),
and remains at high or low current in the absence of a
gate–source voltage (i.e., Vgs = 0). Per [31], electrostatic
coupling between an FeFET’s channel and drain on CFE and
CMOS can alter the position and width of the hysteresis loop,
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making the hysteresis tunable by the voltages at drain and
gate.

The ION/IOFF ratio of FeFETs corresponding to the two
logic states (ION, IOFF represent logic “0” and “1,” respectively)
can be up to 106 due to the inherent gain of the underlying
MOSFET [22]. This allows FeFETs to act as switches instead
of variable resistors. Also, the FeFET’s three-terminal structure
separates the writing or polarization switching path (by apply-
ing sufficient positive/negative Vgs) from the reading or state
sensing path (via the drain–source current). This provides
more flexibility and less complexity in the design space when
considering application-driven circuit and device optimizations
versus other two-terminal NV devices (e.g., MTJs).

B. FeFET Simulation Model

In this paper, we adopt an FeFET model [15] which
is based on the time-dependent Landau–Khalatnikov (LK)
equation [32] and compatible with the simulation program
with integrated circuit emphasis (SPICE). The LK equation
describes the polarization-electric field behavior of an FE layer

E = αP + β P3 + γ P5 + ρ
dP

dt
(1)

where α, β, and γ are the static coefficients and ρ is a
kinetic coefficient associated with the FE material. These
coefficients in the model are calibrated to experimental data
on hafnium zirconium oxide (α = −7 × 109 m/F, β = 3.3 ×
1010 m5/F/coul2, γ = −2 × 109 m9/F/coul4, and ρ = 0.25)
when the FE thickness is 5.7 nm. The FeFET behavior is
simulated by combining the self-consistent LK equation with
the 45-nm predictive technology model (PTM) [33]. Fig. 1(b)
illustrates a set of representative Ids–Vgs curves of an FeFET
with tunable hysteresis given by this model.

C. FeFET Writing Schemes

It is clear from the hysteresis shown in Fig. 1 that an FeFET
can be written by applying a positive or negative Vgs to turn
the conduction state to ON or OFF, respectively (voltage-based
writing), and store this NV state as logic within the FeFET in
the absence of voltage supply.

We realize two different writing schemes for FeFETs involv-
ing different voltage supply requirements as shown in Fig. 2.
In Fig. 2(a), the source of the FeFET is grounded, and by
applying positive/negative VDD to the gate, the polarization
of the FE material within the FeFET is changed, and logic
“1”/“0” is written into the device [25], [26]. This writing
scheme (referred to as WS1) uses a single access transistor
associated with the gate terminal, and is relatively straightfor-
ward and simple. However, WS1 requires an extra negative
voltage (i.e., −VDD) to achieve the negative Vgs, demanding
additional routing overhead. Fig. 2(b) shows a different writing
scheme (referred to as WS2), where the source of the FeFET is
connected to the inverted gate voltage during writing. Though
WS2 has extra area overhead and possibly larger performance
and energy impacts due to the parasitic capacitance at the
source terminal, it fully eliminates the need for an additional
negative supply voltage. The need for a negative voltage results
in two shortcomings. First, overall routing cost due to the extra
supply voltage is increased. Second, when cascading logic
gates, every gate outputs have to be converted to negative
voltage by using a voltage shifter if their subsequent gates

Fig. 2. Writing schemes for FeFETs. (a) WS1: FeFET writing scheme with
negative voltage supply. (b) WS2: FeFET writing scheme without negative
voltage supply. (c) Normalized polarization of FE layer during the write.
The first row is gate–source voltage, and the second row is the normalized
polarization.

are FeFET-based LiMs, which again increases the overall area
and energy cost.

From Fig. 2(c), we could see that the polarization of the
FeFET is determined by the gate–source voltage of the device,
and the resulting Ids versus Vgs characteristics of the FeFET
is illustrated in Fig. 1(b). The difference between WS1 and
WS2 only lies on the voltages applied to the gate and source
terminals, but both write schemes do not have any difference
in the gate–source voltage Vgs of the device (either positive
VDD or negative VDD). Thus, WS1 and WS2 do not change
device characteristics shown in Fig. 1(b), and there is no
threshold voltage shift for the underlying MOSFET structure
between the two write schemes.

III. RELATED WORK

In this section, we first discuss about the existing work
based on FeFETs, and then briefly review related work on
fine-grained LiM circuit designs using MTJs or ReRAMs,
as well as their limitations compared with FeFETs.

FeFETs have been actively studied in two categories: 1) low
power circuits designs that leverage the steep slope property
of FeFETs due to the negative capacitance coupling effect
within the gate-stack within the devices [29] (this type of
device is referred to as a NCFET); 2) memory-based circuit
elements that leverage the NV storage property of FeFETs
due to their hysteretic characteristics, e.g., lookup tables [34],
memory designs [21], and so on. In this paper, we explore the
utility of FeFETs’ role as both storage elements and switches,
and build the memory-based circuit designs, i.e., LiMs with
MOSFETs and FeFETs.

Regarding TCAMs, Fig. 3(a) illustrates a conventional 16-T
CMOS NOR-type TCAM cell design. An NV, 4-T-2MTJ cell
circuit wa sproposed in [35], which consumes 40%/14% of the
area of a 12-T/16-T CMOS-based TCAM, essentially due to
the fact that the MTJs are placed on top of the MOSFETs.
Due to its small output swing stemming from an MTJ’s
low tunneling magnetoresistance ratio, a sense amplifier (SA)
and separate access transistors are added to the this TCAM
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Fig. 3. Schematic of TCAMs based on different technologies. (a) 16-T
NOR-type CMOS cell. (b) 9-T-2MTJ cell. (c) 2-T-2R cell.

cell to achieve full output swing, resulting in a 9-T-2MTJ
TCAM design [36] [see Fig. 3(b)]. ReRAM-based TCAM
designs have also been studied [18], [37], [38]. A 2-T-2R
TCAM [Fig. 3(c)] has a compact structure and has been
utilized as an example to overcome the existing challenges of
degraded sensing margins caused by low HRS/LRS ratios of
ReRAMs [18]. This design has also been used in an enhanced
GPU architecture [39].

Besides the NV TCAM designs, another kind of LiM design
employs the concept of current mode logic (CML) and a
pair of emerging devices such as MTJs, ferrorelectric tunnel
junctions (FTJs), etc., as a general circuit design style for basic
logic functions. Namely, the design consists of two NV devices
storing complementary resistive states as logic values, and a
CML tree implementing the desired logic function. Hybrid
circuits based on CMOS, MTJs, and FTJs have been consid-
ered for fine-grained LiMs due to nonvolatility, fast access
capability, and high-write endurance [40]–[42]. NV LiM FAs
were designed based on CMOS/MTJ and CMOS/FTJ tech-
nologies [41]–[44], and lower delay, dynamic power, and static
power were reported when compared with CMOS equivalents.
All of the designs share one common feature: they all employ
a pair of NV devices as storage elements and part of the
logic tree, as they determine the output by comparing the
currents flowing through the two devices. FeFETs can be
readily used to construct LiMs following the same CML style
as other emerging device based LiMs. However, FeFETs’
three-terminal structure also offers an FeFET-specific design
style that makes FeFETs area, energy efficient for LiMs.
We will show both design styles for FeFETs in Section V.

Compared with FeFETs, MTJs, ReRAMs, etc., have dif-
ferent device characteristics, and these characteristics lead
to different, yet “weak” performance and power metrics in
building LiMs. First, MTJs/ReRAMs exhibit relatively low
resistance ratios (between 100%–250% for MTJs and 101–104

for ReRAMs) compared with FeFETs, implying that: 1) the
current flowing through the devices is weak with respect to
drive capability and still contributes to leakage power due to

Fig. 4. Two FeFET TCAM cells. (a) With WS1. (b) With WS2. Precharge
pMOS and SA are included.

the low resistance value, and 2) in order to achieve full voltage
swing, the devices can only be used in CML-style circuits
when employed in LiM designs (by storing complementary
bits and performing a logic function via sensing the differential
currents flowing through them). Second, these devices have
two terminals, which requires additional transistors for read
and write operations. However, given that an FeFET has a
sufficiently high resistance ratio (106) and three terminals
(for separate writing/reading paths), it can serve as both a
switch and an NV storage element that is both area and
energy efficient. In Sections VI-C and VI-D, we compare
the FeFET-based LiM designs employing different writing
schemes against technology-based LiM designs to quantita-
tively capture the advantages of FeFETs.

IV. FEFET-BASED TCAM DESIGN

In this section, we present our FeFET-based TCAM designs.
Based on the two FeFET writing schemes, we present two
TCAM cells and describe the differences between them via
“apples-to-apples” comparisons with respect to structures,
operation schemes, layouts, and other metrics. We then com-
pare the FeFET-based TCAMs with other technology-based
designs to highlight the benefits that FeFETs bring over
other NV devices. Finally, we employ our designs in a
TCAM-centric array architecture and evaluate the designs
in Section VI.

A. FeFET-Based TCAM Cell Design

The concept of our FeFET-based TCAM design, along with
other FeFET-based LiM circuits are initially proposed in [26].
We discussed the basic FeFET-based TCAM design employing
WS1 in [25] as shown in Fig. 4(a), which consists of two
parallel FeFETs that are connected to the matchline (ML) via
two transistors. In addition to storing the complementary bits
of a logic value, the two FeFETs can also both store logic “0”
which represents the “don’t care” state. In the cell schematic,
the transistors M1/T1 and M2/T2 serve as two pull down paths
for ML to ground. The inputs to the transistors T1 and T2
(SL and SL) together with the memory state stored in M1
and M2 (S and S) determine whether the pull down paths are
ON or OFF and provide an XNOR output S ⊕ SL at ML.

The design in Fig. 4(a) requires a negative supply voltage
to be applied to bitlines when writing a logic “0” in FeFETS.
The negative supply would lead to additional supply rail and
extra routing overhead. We propose a new TCAM cell design
to eliminate the need of a negative supply. Specifically, we
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Fig. 5. FeFET-based TCAM cell simulation waveforms. Input refers to the
waveforms of bitlinesBL and BL.

modify the TCAM cell structure based on WS2 as to utilize
the bitlines (BL and BL) for writing. Per Fig. 4(b), the TCAM
cell keeps the transistor M1/T1 and M2/T2 the same as
in Fig. 4(a), serving as the pull down paths, but from the ML to
BL/BL, respectively, instead of to ground. In this new design,
BL/BL serves as the ground for the discharging current, and
the negative voltage needed in Fig. 4(a) is eliminated.

B. Search and Write Operations

The TCAM designs shown in Fig. 4 reflect the ideas of
two different writing schemes described in Section II-C, and
differ in the need for a negative voltage supply. In this section,
we describe the search and write operations for both TCAMs.

The two TCAM designs both employ the same matchline
connection to the comparison transistors [i.e., the connection
of ML to T1 and T2 in both Fig. 4(a) and (b)]. They perform the
search operation as follows: when C L K is low, matchline ML
is precharged to a high level; and when C L K is high, the cell
compares the input with the data stored in the FeFETs. If there
is a match, both pull down paths are OFF, and the matchline
ML is not discharged and stays high. If there is a mismatch,
at least one of the pull down paths is ON, resulting in the
discharge of the ML. In the “don’t care” state, the ML always
stays high, regardless of the input data. Note that in Fig.4(b),
the bitlines are set to zero by switching the bitline driving
buffers during the search operation. The input and output
waveforms of a single TCAM cell for the search operation are
shown in Fig. 5 as both designs perform the same operation.
To illustrate that FeFETs can retain states, and the TCAM cell
still functions as intended during a power supply interruption,
we periodically set VDD = 0 in our simulation. In all cases,
the cell functions exactly as intended/as it did before the power
supply interruption.

The two TCAM designs employ different writing schemes
through the different connections at the source terminals of the
FeFETs. For the TCAM cell shown in Fig. 4(a), to perform a
wordwise writing operation, the wordline (WL) is activated for
the word to be written (i.e., setting the voltage of WL to VDD),
and the voltages of the bitlines (BL and BL) are set according
to the input data (i.e., VDD for logic “1” and −VDD for logic
“0”) to switch the FE polarization within an FeFET. −VDD
is applied to the wordlines of unselected words to ensure

that the gate–source voltages of the access transistors in those
words remain nonpositive during the writing operation, so that
no write disturbance occurs to those words. The searchlines
(SL/SL) are driven to ground by the searchline buffers during
the write operation to eliminate static current. This design
requires −VDD for writing (WS1).

For the TCAM cell shown in Fig. 4(b), the source terminals
of M1 and M2 are connected to BL and BL, respectively,
in order to eliminate the negative supply voltage. BL and BL
are also used for the input data. In other words, the voltages of
BL and BL are set according to the input data, i.e., applying
VDD to BL and 0 to BL for logic “1,” and applying 0 to BL and
VD D to BL for logic “0,” to switch the state in the FeFETs.
In this cell, the wordlines of unselected words are set to 0
[instead of −VDD for the design of Fig. 4(a)] to ensure that
no write disturbance occurs to the unselected words. Note that
in order to write a “don’t care” state, two separate wordlines
are employed in the cell since the writing operation has two
steps: write logic “0” into one FeFET, and then write logic “0”
to the other FeFET. This design eliminates the need for the
negative voltage supply, making it possible to cascade logic
gates without level shifters.

C. Layout and Area

To determine whether the proposed FeFET-based TCAMs
can truly be competitive with functional equivalents based on
CMOS and/or other emerging technologies, it is necessary to
make “apples-to-apples” comparisons with other approaches
in terms of area, latency, and energy. For the area metric, both
FeFET-based designs require six transistors per TCAM cell,
and an FeFET has similar area as a conventional MOSFET
[see the structure of an FeFET shown in Fig. 1(a)]. The layouts
of 2 × 2 TCAM cells are shown in Fig. 6(a) and (b) for the
two proposed designs, respectively. Note that the TCAM cell
with WS2 has a larger area than the one with WS1 due to the
separate wordlines WL0 and WL1.

Fig. 7 compares the FeFET TCAM cell sizes with other
TCAM designs from the literature. Based on the “push rule”
static random access memory (SRAM) scaling trend (i.e.,
124F2 at 65 nm and 171F2 at 45 nm for CMOS SRAM
area estimation) [45], [46], the area of a 16-T CMOS TCAM
is projected to be 1.12 μm2. Based on the layouts shown
in Fig. 6, the FeFET-based TCAM cell size with WS1 and
WS2 is estimated to be 58% and 86% of that of the 16-T
CMOS design, respectively. When comparing with other
emerging technologies (e.g., MTJ and ReRAM), we observe
that the FeFET-based TCAM cell with WS1 and WS2 is
21% and 30% of that of the 4-T-2MTJ TCAM due to more
advanced technology node, smaller device area, and compati-
bility with CMOS process, while ReRAM-based TCAMs have
slightly smaller areas due to the reduced transistor counts
(i.e., 2-T-2R TCAMs). The data points in Fig. 7 confirm this
conjecture. Though existing FeFET-based TCAMs do not offer
area advantage over ReRAM-based TCAMs, FeFET-based
TCAMs can be superior in terms of energy and delay, which
will be discussed in Section VI.

D. TCAM Array Architecture

To ensure fair comparison of energy and delay, we evaluate
all technologies in the context of similar TCAM array architec-
tures that contain the same components. Specifically, we use
the TCAM structure illustrated in Fig. 8. The array consists
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Fig. 6. Layout of 2 × 2 TCAM cells. (a) TCAM cell with WS1. (b) TCAM
cell with WS2. λ: half-feature size F .

Fig. 7. Comparisons of TCAM cell sizes. The CMOS TCAM area projection
is based on the scaling trend of push-rule SRAM according to the International
Solid-State Circuits Conference trends from [46].

of the TCAM core, the input buffer/driver, the output SA (an
inverter in our case), the clock signal, and the output encoder.
The TCAM core contains M words with a word length

Fig. 8. Architecture of an M × N TCAM array. Red wordlines for WS2.

of N bits. The matchlines (MLs) and wordlines (WLs) are
placed horizontally, while the searchlinesSL/SL and bitlines
(BL/BLs) are placed vertically within the TCAM cell grid.
The searchlines and bitlines are driven by the input buffer and
at the end of each matchline, an SA detects the voltage of
the matchline, and outputs the indicator of match/mismatch to
the encoder, which sends a “hit” signal and the corresponding
address of the matched entry.

V. FEFET-BASED LIM CIRCUIT DESIGNS

In this section, we discuss two other circuit design styles,
DyCML [47] and DL [48], that are amenable to LiM struc-
tures. We first discuss how to employ FeFETs to realize
DyCML LiM. Then, we will present FeFET-based DL LiM,
a more compact and FeFET-specific LiM design.

A. FeFET-Based DyCML LiM Design

The DyCML design style has been exploited by many
emerging NV devices (e.g., MTJ [40], [41], [43], [44], [49]
and FTJ [42]) to realize NV LiM circuits. Besides the
low power consumption and high performance advantages,
DyCML’s property of using the complementary signals is also
desirable for the two-terminal devices.

FeFETs, when considered as switches, are also suitable
for DyCML for building NV LiM circuits, and could offer
additional improvements with respect to performance and
energy efficiency compared with other NV device based
LiMs. However, since the writing mechanisms of FeFETs
are different from MTJs and FTJs, we cannot readily replace
MTJs or FTJs in their DyCML-based LiM circuits with
FeFETs, and new circuit designs are needed. Fig. 9 illustrates
our proposed FeFET-based DyCML LiM circuit structure for
both write schemes WS1 and WS2. The structure consists of
four basic parts: 1) a clocked pull-up network (top center
part) where M3 and M4 facilitate precharging, and M5 and
M6 perform latching operations to maintain the circuit output
postevaluation; 2) a logic network that implements the desired
logic functionality; 3) a dynamic current source (lower center
part); and 4) an NV storage based on two FeFETs plus
two/four access transistors depending on the writing schemes.
WS1 requires only two access transistors (drawn in black),
while WS2 requires two additional transistors (shown in red)
to monitor the source voltages of the FeFETs.

Depending on the complementary bits stored in the two
FeFETs and the implementation of the logic network, the
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Fig. 9. General circuit structure of FeFET-based DyCML LiM circuits. The
two transistors shown in red are required for WS2.

Fig. 10. Schematic of FeFET-based DyCML LiM 1-bit FA. The red
transistors are the extra ones for WS2.

pull-up network generates the corresponding complementary
outputs. Our proposed FeFET-based LiMs enable various
functions such as NOR/OR and NAND/AND, etc., based on
different structures in the logic network. The insets in Fig. 9
show the NAND/AND and NOR/OR LiM designs, respectively.

Though our FeFET-based DyCML LiM structure appears
similar to the MTJ-based LiM structure proposed in [41], [49],
the writing mechanisms of the two structures are different,
which leads to different connections in the access transis-
tors associated with the storage devices. In [49] and [41]
MTJ-based LiM requires two inverters whose outputs are
connected via the two serial MTJs to implement the writing
operation (current-based), while FeFET-based requires two
access transistors to pass a bias voltage to the FeFETs
(voltage-based).

Based on the FeFET-based DyCML LiM circuit structure
mentioned above, we have designed NV FAs, as illustrated
in Fig. 10. Fig. 11 shows the simulation waveforms corre-
sponding to the FeFET-based FA with WS1, which demon-
strates the correct functionality. During the precharge phase,
wordlines (WL0 and WL1) are activated, and input B is
written to FeFETs. Note that in WS2, in order to avoid static
current caused by short-circuit current paths, the wordline
associated with writing “0” is activated when C L K is at a
low level, and the wordline for writing “1” is activated when
C L K is at a high level. Then, the FA adds inputs A, B and Ci ,
and outputs S and Co in the evaluate phase. Based on WS1 or
WS2, this LiM FA requires 4 FeFETs and 28 MOSFETs
(24 for DyCML and 4 for FeFET writing) or 4 FeFETs and
32 MOSFETs (24 for DyCML and 8 for FeFET writing),
respectively.

Fig. 11. Simulation waveforms of FeFET-based DyCML LiM 1-bit FA.

Unlike its CMOS equivalent, the FeFET-based DyCML FA
employs FeFETs in the pull-down network as both switches
and memory, and obtains nonvolatility at the expense of
additional access transistors (which can be reduced by half if
the FeFETs storing the same bits share an access transistor).
Compared with the MTJ-based LiM FA in [41], our pro-
posed designs have less devices but much higher performance
(greater than four times). More detailed comparisons will be
given in Section VI-C. (In the context of application-level
utility, we refer to the case studies for SAD in [40] and
hardware security [50]–[54] that begin to consider the benefits
of nonvolatility/local gate storage for specific problems of
interest).

B. FeFET-Based Dynamic Logic Design

The unique properties of FeFETs offer new opportuni-
ties for constructing LiM circuits that are not favorable for
other emerging devices. Specifically, we consider designing
DL style-based LiM circuits. CMOS DL gates find utility
when improved performance and reduced area are demanded
(e.g., in ARM Cortex A8 processors [55]). A DL circuit
consists of a pull-up network that is simply a pMOS transistor
with a clocked gate, an nMOS pull-down network that is
similar in composition to the ones implemented in CMOS, and
a clocked nMOS device that connects the pull-down network
and ground [48]. By applying a clock signal, DL circuits use
a sequence of precharge and conditional evaluation phases
to realize complex logic functions. Transistor counts can
essentially be reduced to half of DyCML’s, logic delay is
improved, and static power dissipation is eliminated. However,
most emerging NV devices (e.g., MTJs and FTJs) cannot
leverage the advantages offered by DL since they behave as
variable resistors and suffer from considerable leakage current
even when in a high-resistance state. On the contrary, FeFETs
can be employed to cutoff conducting paths, which makes DL
circuits more appealing.

We propose a generic FeFET-based DL LiM circuit structure
employing the two writing schemes as shown in Fig. 12.
A NAND gate and a NOR gate are also shown as representative
examples. Note that we assume one of the two inputs is
stored locally by leveraging the nonvolatility of FeFETs. Using
conventional DL as context, FeFETs (along with associated
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Fig. 12. General structure of FeFET-based DL circuits. The red transistors
are the extra ones needed for WS2.

Fig. 13. Schematic of FeFET-based DL 1-bit FA. The red transistor is the
access transistor needed for WS2.

access transistors) can be distributed in the pull-down network
(i.e., with other N-channel devices) and can serve as both
a logic switch and an NV storage element. Specifically, for
WS1, bit S stored in the FeFET is written via the access
transistor, which is controlled by wordline WL as well as
the external input Y . Input Y is set to have either a posi-
tive or negative gate–source voltage for the FeFET to change
its state to “1” or “0,” respectively, thus achieving NV bit
storage based on device hysteresis, albeit at the expense of
an access transistor. For WS2, another access transistor (the
device shown in red in Fig. 12) is needed at the source of the
FeFET to deliver the inverted Y input. In this case, input Y is
set to either VDD or 0, which is consistent to the output swing
of the circuit.

Fig. 13 shows the schematic of an FeFET-based DL 1-bit
FA (the schematic in black is the FA for WS1, while the
schematic including black and red transistors is for WS2).
It is similar to a conventional DL FA, but the transistors
associated with input B are replaced by the FeFET-based
NV memory elements. As the memory elements store the
same bit, the access transistor can be shared by the three
FeFETs, which reduces the transistor count. Fig. 14 shows
the simulation waveforms of the FeFET-based DL FA. All
possible input combinations (with different stored bits) have
been tested. Note that in WS2, if C L K is at low level, and

Fig. 14. Simulation waveforms of FeFET-based DL LiM 1-bit FA.

WL turns on the access transistors, a short-circuit current path
would be formed from VDD to Y , causing significant static
power. Thus, the write operation should occur either when
C L K is high or when all the inputs are zero to avoid short
circuit current. (Otherwise, additional transistors should be
added along all the pull-down network paths that connect
to Y , and should be turned OFF to cutoff the short-circuit
paths during the write operation.) One example, LiM circuit
employing WS2 will be given in the case study. As will be seen
in Section VI-C, due to the reduced transistor count and the
DL-style employed, this FeFET-based NV LiM FA achieves
better dynamic power efficiency as well as delay than other
NV LiM FAs.

VI. EVALUATION

In this section, we first discuss about the write time
energy for the emerging devices, and then present a detailed
performance and energy study of our FeFET-based TCAM
array as well as LiM FA circuits, and compare them
with equivalent designs based on CMOS, MTJ, FTJ, and
ReRAM technologies. We examine a number of figures of
merit including performance, energy consumption, device
count, and nonvolatility property. We also present data for:
1) a TCAM-based GPU [56] as a case study to evaluate the
energy efficiency of FeFET-based TCAMs in the context of an
associative memory-based computing system and 2) an FeFET
DL-based accumulator to evaluate the potential feasibility of
FeFET-based LiM in building logic/sequential circuit blocks as
well as the performance and energy improvements over other
technologies.

A. TCAM Array Evaluation

As illustrated in Section II-A, a three-terminal FeFET uti-
lizes separate write and read paths to employ a voltage-based
write mechanism, and can therefore significantly reduce the
write-related metrics. We simulated a single FeFET device in
Hewlett Simulation Program with Integrated Circuit Empha-
sis (HSPICE) for the write time and write energy, and
extracted the data for MTJ and ReRAM from the DESTINY
simulator [57]. Table I shows the comparisons between the
FeFET and other emerging devices. FeFETs consume much
less time and energy for write than ReRAM and MTJ devices.
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TABLE I

WRITE TIME AND ENERGY FOR EMERGING DEVICES

Fig. 15. Sixty-four-bit TCAM latencies in different sizes.

As the technology process and device modeling techniques
advance, the write metrics of these devices will be improved,
but FeFETs will still benefit the most from the voltage-based
write mechanism.

As noted in Section IV-D, we replace the generic
TCAM cell in Fig. 8 with technology-specific designs.
All delay/energy evaluations are conducted via HSPICE
simulation.

We compare four TCAM designs based on different devices:
CMOS, FeFET, ReRAM, and MTJ, with the last three
being NV. For FeFET-based TCAMs with two different writ-
ing schemes (WS1 and WS2), the FeFET model discussed
in Section II-B and a 45-nm PTM model [33] are used.
We assume minimum-sized transistors for the TCAM cell and
SA. For the conventional CMOS-based TCAM [Fig. 3(a)],
we use the same 45-nm PTM model for the sake of compar-
isons across technologies and minimum transistor sizes that
were used for the FeFETs. Comparisons at 22-nm technology
are also considered as in [26]. For the ReRAM-based TCAM,
we adopt the 2-T-2R design [Fig. 3(c)], a common example
used in the literature [18]. We assume 20 M� for HRS and
20 k� for LRS to implement the ReRAM-based TCAM,
and simulations based on these HRS and LRS values show
similar and even better search energy per bit over existing
literature [37], [38]. For MTJ-based TCAMs, we employ the
9-T-2MTJ TCAM that uses a single-end SA and a single-pass
transistor to achieve full swing output per Fig. 3(b) [36]. We
assume MTJs with a parallel resistance (Rp) of 3 k�, and a
magnetoresistance ratio of 120% [20] in the 9-T-2MTJ TCAM.
All the simulations are based on 1-ns pulses with 50% duty
cycle, and energy is calculated by multiplying the measured
currents flowing through the voltage supplies associated with
search operations with supply voltages during a single pulse.

Here, we summarize the delay and energy comparisons
for the four different TCAMs assuming a 64-bit word with
different numbers of rows. We choose a 64-bit word as it
is of sufficient size for many applications such as network
switches and routers [58]. Fig. 15 shows the search delays
of 64-bit TCAMs based on different technologies at different
sizes. The delay is measured for the worst case, where only

Fig. 16. Sixty-four-bit TCAM search energies and EDP in different sizes.

1-bit mismatches. For small-sized arrays, the ReRAM- and
MTJ-based TCAM had lower delay due to the larger dis-
charging current and the small load capacitance (one transistor
per bit for MTJ-based TCAM) at the matchline, respectively.
However, for large-sized arrays, the delay of the buffers which
are used to drive the bitlines and searchlines across the array
increases, and moreover, the in-cell SA of MTJ-based TCAM
slows down, resulting in a rapidly growing total delay of
MTJ-based TCAM versus other TCAM arrays. The reason that
the FeFET-based TCAM with WS1 is faster than CMOS-based
TCAM is that the FeFET has a larger ION as well as a better
ION/IOFF ratio, which leads to a larger discharging current upon
a mismatch. However, with WS2, FeFET-based TCAM has
bitlines buffers associated with the current paths, resulting in
larger parasitic capacitance, and thus larger delay.

The total search energy per operation consists of two
parts: the buffer energy and the cell energy. As TCAM size
increases, the buffer sizes grow as well to drive the large
TCAM array, thus the buffer energy increases. The cell energy
depends on the schematics of the TCAM designs. For FeFET-
and ReRAM-based TCAMs, the cell consumes precharging
energy; for CMOS- and MTJ-based TCAMs, the cell con-
sumes precharging energy plus static energy due to the leakage
of SRAM and conducting current associated with constantly
ON paths, respectively. Fig. 16 shows the 64-bit TCAM search
energy for different TCAMs. Note that MTJ-based TCAM is
always conducting large static current due to its in-cell SA and
low resistance values, causing significant energy consumption
as high as 820 fJ per bit. To allow easier viewing of the
graphs, the data for MTJ-based TCAM are not included
in Fig. 16. FeFET-based TCAMs have similar latencies and
energies as they have similar capacitance at the matchline and
searchlines. FeFET-based TCAMs are also denser and NV
than CMOS-based TCAM. According to Figs. 15 and 16,
the FeFET-based TCAM with WS1 have EDPs that are
1.7× (64-row) and 149× (64-row) better than ReRAM and
MTJ-based designs, respectively, and the FeFET-based TCAM
with WS2 have EDPs that are 1.5× and 133× better than
ReRAM- and MTJ-based designs, respectively.

B. Case Study: TCAM-Based Associative Memory in a GPU

To further demonstrate the benefit of the proposed TCAMs,
we evaluate the TCAM-based associative memory employed
in an AMD Southern Island GPU device for energy reduction
in the context of GP-GPU applications. A low-power GPU
architecture introduced in [56] integrates a TCAM array with

Authorized licensed use limited to: Cornell University Library. Downloaded on September 03,2020 at 06:01:16 UTC from IEEE Xplore.  Restrictions apply. 



168 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 27, NO. 1, JANUARY 2019

Fig. 17. Framework integrating FPUs with TCAM as associative memory
systems. The framework originates from [59].

each of the four main floating point units (FPUs) as shown
in Fig. 17. The TCAM arrays store the frequently used patterns
and are used as associative memory. When the system starts
executing certain applications, it sends the input operands to
both the FPU and TCAM block simultaneously. If a match
happens, the low-power consuming TCAM array disables
the corresponding high-power consuming FPU execution, and
provides the actual result. With low-power TCAM designs,
such a TCAM-based GPU architecture can provide unique
advantages in many energy-conscious applications ranging
from mobile devices to data centers.

We compare the four TCAM arrays discussed in
Section VI-A in this GPU architecture. The evaluation process
adopted here follows that proposed in [59]. The TCAM arrays
use the minimum transistor sizes for buffer, cell and SA to save
energy while satisfying the basic search functionality within
the same cycle time of the FPUs. We assume 32-bit words
for SQRT, 64-bit words for ADD/MUL, and 96-bit words
for MAC, respectively, as they require varying numbers of
input operands. Several OpenCL applications including three
image processing and three general applications are run on the
GPU platform, the data for the applications are from Caltech
101 data set [60], being partially trained (10%) and totally
tested (100%), respectively. The trained data are then stored
in the corresponding TCAM arrays.

For architecture-level evaluation, we need to evaluate the
average energy consumption per operation for TCAMs at dif-
ferent sizes and all the FPUs. Table II summarizes the energy
consumptions of TCAMs based on the four technologies. The
individual FPU energy consumptions are obtained from the
synthesized six-stage FPU design [56]. From the table, it can
be observed that MTJ-based TCAMs consume much more
energy than even the individual FPU energy, especially when
the number of rows in the TCAM array is large. Thus, we will
not show the MTJ-based TCAM data in later discussions. For
the other three TCAM designs, their energy values suggest
the potential for improved energy efficiency when they are
integrated in the enhanced GPU architecture. Using MUL
as an example, FeFET-3 (WS1 and WS2), CMOS-, and
ReRAM-based TCAMs achieve 14×, 14×, 11×, and 8.5×
energy efficiency at 64 rows compared with the corresponding
FPU energy. The data also show that FeFET-based TCAMs
consume the least energy among all the designs.

Fig. 18 shows the normalized total energy consumption
of the GPU with different TCAM sizes for representative
applications. The energy values are normalized to that of
a GPU without the TCAM array. All energy curves have

TABLE II

ENERGY (IN FEMTOJOULES) PER OPERATION
FOR FPUS AND TCAM ARRAYS

a similar trend for small TCAM sizes, the total energy
consumption of the enhanced GPU architecture decreases
as TCAM size increases, since more frequently referenced
input patterns can be prestored in the TCAM and higher
hit rates can be achieved, leading to fewer FPU operations.
After reaching the minimum energy points, increasing TCAM
size does not improve the hit rate enough to compensate for
higher energy consumption associated with TCAMs, and the
total energy starts to increase. Because of this, we omitted
the data of larger (>64-row) sizes and smaller sizes (1-row
and 2-row). From the figure, we conclude that FeFET-based
TCAMs can achieve better energy efficiency than CMOS- and
ReRAM-based TCAMs in the enhanced GPU architecture.
Depending on the applications, the energy efficiency varies
with TCAM sizes. On average, FeFET-based TCAMs with
WS1 and WS2 achieve 45% and 48% energy savings over the
six applications, respectively, while the average energy savings
of CMOS- and ReRAM-based TCAMs are 36% and 37%,
respectively (for 32-row TCAM size).

C. Logic-in-Memory Full Adder Evaluation

In this section, we compare and contrast the FeFET-based
LiM circuits described in Section V with LiM circuits based
on CMOS and other emerging technologies at similar feature
sizes. We specifically consider the performance and power of
the LiM FA. The metrics considered include propagation delay
(Td ), dynamic power (PDYN), and static power dissipation
(Pstatic). The simulation results for FeFET-based designs are
obtained using HSPICE based on the FeFET device model
discussed in Section II-B and 45-nm Arizona State Univer-
sity PTMs [33]. Data for other implementations are directly
obtained from the relevant papers.

Table III summarizes the data for different FA designs.
We examine the FeFET-based DyCML and DL LiM FA
designs (rows 2 and 3, and rows 7 and 8, respectively),
the conventional CMOS-based DyCML and DL FA (rows
4 and 9), an MTJ-based DyCML LiM FA (rows 5), and an
FTJ-based DyCML LiM FA (row 6). All data are based on
similar technology nodes (40 or 45 nm). For FeFET-based
FAs, Table III shows the static power values when the FAs are
powered ON instead of standby power which can be extremely
low due to nonvolatility.

For the FeFET-based DyCML or DL FAs with WS1 and
WS2 (row 2 and 3 or row 7 and 8), they have similar delay,
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Fig. 18. Normalized energy consumption of TCAM-based GPU integrating different technology-based TCAMs of different sizes.

TABLE III

PERFORMANCE AND POWER OF FAS

dynamic power, and static power, indicating that the writing
schemes have little impact on the performance and power of
the circuits. Comparing different technology-based designs,
we first examine the data associated with DyCML-style FAs
(rows 2–6). Considering the comparisons with a CMOS
DyCML FA, one can see that the FeFET-based DyCML FAs
have similar dynamic power as a conventional CMOS-based
DyCML FA, which is expected since they have similar
topologies. However, the FeFET-based DyCML FAs exhibit
nonvolatility with minimal area/transistor overhead. When
comparing FeFET-based NV FA with other NV approaches,
improvements over other approaches in the published litera-
ture are observed. Notably, comparing FeFET-based DyCML
FA with WS2 with MTJ/FTJ-based designs, the propagation
delay of the FeFET approach is 4.6×/26.5× better, while
the dynamic power is 1.9×/1.6× better. The device counts
of FeFET DyCML FAs are also smaller than the other
approaches. Static power dissipation is unavailable for the
MTJ/FTJ approaches, and hence, no comparison is made for
this metric.

Comparing the FeFET-based DL FAs with FeFET-based
DyCML FAs, one can see that FeFET-based DL FAs have
much lower transistor count, and still offer comparable
performance, power consumption, and nonvolatility. As a
CMOS-based DL FA and FeFET-based DL FAs also have
similar topologies, they are expected to have similar delay and
dynamic power, except for nonvolatility. Moreover, improve-
ments in terms of area, power, and performance are obtained
due to the FeFET-specific DL design style when compar-
ing with other emerging technology-based designs. Notably,
the area-delay-power product of both FeFET-based DL FAs
with WS1 and WS2 are 19×/84× better than that of the
MTJ/FTJ designs (area is assumed to be proportional to device
count).

There are several reasons for the improvements associated
with the FeFET-based circuits. First, FeFETs have higher Ion
currents (∼100μA), while MTJs and FTJs have smaller Ion
currents (∼10μA),1 which leads to the FeFET’s improved
performance over MTJs and FTJs. Furthermore, FeFETs
have a high ION/IOFF ratio (∼106), while MTJs and FTJs
simply serve as tunable resistors (with just 120% magne-
toresistance ratio and 220% tunnel electroresistance ratio,
respectively [41], [42]). This feature enables FeFET-based
LiM circuits to have stronger driving capability as well as
less dynamic power consumption. In addition, the FeFET LiM
structures require fewer transistors than other NV LiM circuits
due to FeFET being a three-terminal device. Consequently,
FeFETs’ ON/OFF states are controlled by changing the gate
bias via a single access transistor, while MTJ-/FTJ-based
designs need to monitor tunnel resistance by reversing the cur-
rent direction or applied voltage, which requires two or more
write transistors. Finally, in DL, FeFETs can serve as both
a storage element and a switch, while MTJs, for example,
cannot.

D. Case Study of an LiM-Based Accumulator

To further demonstrate the benefit of FeFETs in terms of
nonvolatility and dual functionality as a switch and a storage
element, we present a case study of a more complex LiM
circuit. As FeFET WS2 allows for cascadable logic gates
without the need of negative voltages, FeFET-based LiMs can
be combined with other circuits to build more complex circuits
that offer more compact topologies and improved energy
efficiency. Here, we introduce an FeFET-based accumulator

1Note that the current numbers are extracted from [41] and [42]. With
higher Ion currents of MTJs/FTJs demonstrated, the evaluation metrics for
MTJ- and FTJ-based designs are expected to be improved.
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TABLE IV

PERFORMANCE AND POWER OF ACCUMULATORS

Fig. 19. Components of accumulator. (a) Conventional volatile accumulator.
(b) NV accumulator.

Fig. 20. Schematic of FeFET-based accumulator.

that has adopted the FeFET-based DL LiM with WS2. Such
an NV accumulator can be quite desirable for calculations such
as SAD, which is commonly used in low-power applications,
e.g., image processing.

A conventional accumulator consists of a volatile FA for
addition and a D flip-flop for storage [see Fig. 19(a)]. By lever-
aging the storage function of FeFETs, we can build an NV
accumulator by combining the FeFET-based DL FA with a
latch [see Fig. 19(b)]. The schematic of the accumulator is
shown in Fig. 20. Besides the latch design in the green
box, three extra transistors (shown in red) are added between
the pull-up and pull-down networks to avoid short-circuit
current during the precharging/writing phase of the FA. When
C L K is high, the FA performs the addition operation, and
output S is transferred via the latch to Q and Q. With the
falling edge of a C L K , the values Q and Q are latched and
written back into the FeFETs within the FA, while the FA
simultaneously precharges the output S. With this operating
sequence, an FeFET works as a switch during the addition
operation, and an NV storage element during the write back
operation.

Table IV summarizes the performance and power data for
different accumulator designs. From the table, we can see
that if an FeFET is used as a latch, the device count of the
accumulator is reduced by roughly the amount of a latch,
as only one latch is needed to cascade an FA instead of a D
flip-flop. The decrease in the active transistors further reduces
the power consumption of the accumulator without perfor-
mance degradation per Table IV. Notably, the FeFET-based
accumulator that consists of a DL adder and a transmission
gate-based latch uses 36% less transistors, and consumes 40%

less dynamic power compared with a conventional CMOS
accumulator. Moreover, experimental results of 107 [63] and
1012 [64] endurance cycles have been demonstrated to pave
the paths toward sufficient and better device endurance for the
realization of embedded storage solutions.

VII. CONCLUSION

In this paper, we introduce two types of NV LiM circuits
based on FeFETs: one is TCAM and the other is Boolean
logic gates. These circuits fully exploit the unique hysteretic
behavior of FeFETs, and two writing schemes are presented
for FeFETs involving different voltage supply requirements
and transistor connections. Due to the FeFET’s three-terminal
structure, high ION and high ION/IOFF ratio, these FeFET-based
circuits offer area, performance, and energy efficiency over
other CMOS and emerging device-based equivalents.

FeFET-based TCAM designs with write schemes WS1 and
WS2 requires 42% and 10% less area overhead than a
CMOS-based TCAM, respectively. For delay and energy
consumption comparison, the FeFET-based TCAM with
WS1 achieves better EDPs than ReRAM (1.7×)- and MTJ
(149×)-based designs, respectively. The FeFET-based TCAM
with WS2 also achieves better EDPs than ReRAM (1.5×)- and
MTJ (133×)-based designs, respectively. In the TCAM-based
GPU evaluation, on average, FeFET-based TCAMs with
WS1 and WS2 achieve more energy savings (45% and
48% respectively) than ReRAM- and CMOS-based TCAMs.
The results above indicate potential benefits of FeFET-based
TCAMs in related applications such as network routers and
switches.

Besides TCAM designs, the FeFET-based LiMs that are
based on DyCML and DL styles are also presented. In the
FA study, the FeFET-based DyCML LiMs slightly outper-
form a volatile CMOS-based functional equivalent in terms
of propagation delay and dynamic power. Simulation results
suggest that the FeFET-based DyCML FA with WS1 has
7.7× and 38× better power-delay products (PDPs) than MTJ-
and FTJ-based equivalents, respectively. The FeFET-based
DyCML FA with WS2 has 8.7× and 43× better PDPs than
MTJ- and FTJ-based equivalents. The FeFET-based DL FAs
with WS1 and WS2 both achieve 19× and 84× better area-
delay-power products than that of the MTJ and FTJ designs,
respectively. In the accumulator study, we further examine
the area, performance, and power of FeFET DL FA-based
accumulator over a conventional volatile accumulator. Results
show that using FeFETs as a latch saves 36% area overhead
and 40% dynamic power over a CMOS accumulator, while
consuming similar delays.

We should point out that all of our projections are likely
pessimistic as we assume MOSFETs in lieu of FeFETs for
nonhysteretic devices. From fabrication perspectives, nonhys-
teretic FeFETs should be compatible with all FeFET structures
assumed here, and also offer improved switching slopes,
which should lead to additional improvements with respect
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to delay and power [15]. In addition, we will consider more
application-specific case studies (i.e., for TCAM designs [28],
nanofunctions such as SAD, and circuitry required for critical
path operations per [55]).
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