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An interpretation of a long-standing problem—the Lindemann melting rule—has been suggested
within the framework of the interstitialcy theory. Melting is considered to be due to the rapid
generation of thermodynamically equilibrium defects—dumbbell interstitials, which drastically
decrease the shear modulus at the melting point. An analytical expression for the relationship
between the thermal expansion coefficient and melting temperature coinciding with the Lindemann
melting rule has been derived. The obtained results agree with available data on elemental
substances. A correlation between the melting temperature and shear modulus has been discovered
and explained within the framework of the same approach. © 2010 American Institute of Physics.
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In 1910 Lindemann published his famous work! in
which he presented a model of melting. He suggested that
since the amplitude of atomic vibrations increases with tem-
perature, at some point it becomes large enough so that the
atoms start to invade the space of their nearest neighbors
initiating thus the melting process. In other words, meltin
occurs when the root-mean-square vibration amplitude \/(_uzg;
becomes equal to a certain fraction of the interatomic dis-
tance a, i.e.,

\J’mzaC, (1)

where C is an unspecified Lindemann constant. Equation (1)
was commonly accepted later as the “Lindemann melting
criterion.” A development of this idea led Lindemann to the
expression for the melting temperature 7,,, which in the
modern notation can be rewritten as

T,, = const X ©’mQ??, ()

where O is the Debye temperature, m the atomic mass, and
Q) the volume per atom. Equation (1) is approximately
equivalent to

aT, =C, (3)

where « is the linear thermal expansion coefficient, which is
assumed to be temperature-independent. Numerous experi-
mental studies in the past century on different substances
showed that relationship (3) is indeed approximately valid.>?
This relationship is usually referred to as the “Lindemann
melting rule” while the Lindemann criterion (1) is currently
considered to be one of the basic melting criteria® being
often used in theoretical and computational studies (e.g.,
Refs. 5-7).

Another distinct melting model was suggested by Born,*
who argued that a “rigidity catastrophe”—melting—is
caused by a vanishing shear modulus due to the mechanical
instability of the whole crystal. This idea found some support
in computer modeling.6’9 Frenkel in his seminal work'® sug-
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gested that melting requires thermally accessible intrinsic de-
fects. The only such defects in crystals are vacancies and
interstitials. Vacancies can be excluded from consideration
since their formation entropy is far insufficient to explain the
observed latent heat of melting.11 Since vacancies and inter-
stitials are the only thermally accessible intrinsic defects
known from solid-state physics, interstitials should be the
source of melting. In fact, their close relationship to meltin%
was confirmed by extensive computer simulations.”'*"!
However in general, to date there is a long-standing uncer-
tainty about the correct criterion of melting and its micro-
scopic mechanism.*

Figure 1 gives our own compilation of a(T,;l)-data for
62 elemental substances. In accordance with the Lindemann
rule (3), this data set can be linearly approximated while the
average slope Cexpzda/d(T;ll):0.0254 (separation of the
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FIG. 1. (Color online) Linear thermal expansion coefficient a of 60 metals
plus Si and Ge as a function of the inverse melting temperature 7,,. Thermal
expansion data are taken from Ref. 15. For highly anisotropic hexagonal
(trigonal) crystals, a is accepted to be (oq+a )/2, where q is the linear
thermal expansion coefficient in the direction of sixth-(third-) order axis
while «, gives thermal expansion in the perpendicular direction. In all
cases, a’s were taken for temperatures 7> ® by 50-100 K.
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data into different structural classes (fce, hep, etc.) should
lead to better linearization;14 this is, however, out of our
scope). In terms of the Lindemann criterion (1) this means
that, on the average, an increase in the vibration amplitude
by only =2.5% of the interatomic distance leads to melting.
In our opinion, it is unclear and fairly strange why such a
small increase in the vibration amplitude could cause melt-
ing. The same incomprehension was recently pointed out by
de Podesta.’ Moreover, it can be stated that current literature
lacks any general indications that a critical vibration ampli-
tude could indeed exist. However, independent of whether
the Lindemann melting criterion is physically correct or not,
the linear correlation a(T;f) shown in Fig. 1 [i.e., the Linde-
mann rule (3)] does exist and, therefore, must be explained.
With the exception of the Lindemann criterion and its recent
derivation'* using the entropy difference between the liquid
and solid phases, any other explanations of this correlation
are unknown to us.

In the following, we accept that melting occurs not be-
cause of an increase in the vibration amplitude up to a certain
critical limit but due to rapid generation of specific thermo-
dynamically equilibrium defects—dumbbell interstitials (two
atoms sharing the same lattice place), called also interstitial-
cies. It is not widely known that the ground state of intersti-
tials in crystals represents a dumbbell (split) configuration
=interstitialcy (e.g., Ref. 9). These defects have been reliably
documented in various crystalline structures by different ex-
perimental, theoretical, and computational studies.”'*™'® The
reason why interstitialcies can cause melting originates from
their large compliance to the external shear stress that leads
to big anelastic deformation (in addition to the homogeneous
ideal elasticity) and, therefore, sharp reduction in the shear
modulus G. A thermoactivated increase in the interstitialcy
concentration ¢; becomes extremely rapid just below 7, (be-
cause of a decrease in the formation enthalpy with ¢;) so that,
for instance, for Cu the equilibrium concentration c¢; changes
from ~1073 just below T,, (Ref. 13) to a few percent just
above T,, (Ref. 11) providing a catastrophic decay of the
shear modulus to a small (but nonzero) quantity. A nonvan-
ishing G in the liquid state was documented by molecular
dynamics simulations.®'?

These features were determined by Granato in the Inter-
stitialcy theory of condensed matter ITCM)."' By supposing
that melting occurs when the Gibbs free energy I'(c;) of the
solid equals to that of the liquid and the derivatives of I" with
respect to ¢; are zero in both solid and liquid states, he de-
rived a relationship exactly equivalent to Eq. (2). Thus, melt-
ing within the framework ITCM is viewed as a thermody-
namic phenomenon being achieved through heterogeneous
nucleation of the liquid phase in the presence of defects-
interstitialcies. Their large vibration entropy provides the re-
quired latent heat of melting.

Later, the ITCM was shown to quantitatively explain a
number of basic thermodynamic and kinetic properties of
(supercooled) liquids and glasseslg_23 (for a review, see Refs.
20 and 22). The purpose of the present Letter is to show that
the ITCM also explains the Lindemann rule (3) and
Lindemann-like behaviors found recently in metallic glasses.
This theory also interprets a correlation between 7,, and G
presented below in this letter.

According to the ITCM, melting is controlled by the
interstitialcy formation enthalpy, which increases with the
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melting temperature. The formation enthalpy of an isolated
interstitialcy was found to be'!

Hy=a,GQ =~ kyT,, (4)

where a,=~1 is a parameter accounting for the relative con-
tribution of the shear modulus G (assumed to be known at
T=0 K) to the formation enthalpy, ks the Boltzmann’s con-
stant, () the volume per atom, and B a substance-dependent
constant. A fit for copper gives ,8:33.7.“ To introduce the
thermal expansion coefficient «, one can use the Griineisen
law, which establishes a relationship between « and the heat
capacity per atom C,,

C,=3aB)y, (5)

where v is the Griineisen constant and B the bulk modulus.
Substituting ) from Eq. (4) into Eq. (5) and accepting the
Dulong—Petit law, C,=3kp, one obtains

G 1
a=TtZ— (6)
BBT,
To calculate G/B here, the Poisson’s ratio, v=(3B
-2G)/2(3B+G), can be used. Then, G/B=3(1-2v)/2(v
+1) and, using Eq. (6), one finds

B 39(1 —ZV)L

TR T, @

Equation (7) analytically coincides with the Lindemann
rule (3) with the Lindemann constant C=3v(1-2v)/28(v
+1). For copper, the latter equation with »=0.35 and vy
=3.0 (Ref. 24) gives C=0.0297, reasonably close (within
less than 30%) to its experimental value Cop,=aXT,
=0.0235. Since the coefficient B in Eq. (4) is in general
substance-dependent, one should expect some deviations
from the linear relationship a(T,') given by Eq. (7). The
same expectation originates from the fact that several metals
undergo allotropic phase transitions at ® <T7<T,, which
change their G, 8, vy, and v.

Thus, the ITCM provides an interpretation of the Linde-
mann rule as a result of interstitialcy-driven shear instability
with no relation to any critical vibration amplitude. It is to be
emphasized that the above consideration is based on the ex-
pression (4), which can be tested independently since it lin-
early relates 7,, with the product G(Q). The corresponding
slope is dT,,/d(GQ)=1/Bkg. Then for Cu, this slope is pre-
dicted to be 344 K/eV, within a 11%-precision equal to its
experimental value 7,,/GQ =386 K/eV. With G=48 GPa,
Q=m,/pN,=1.26X10"% m* (m,, p, and N, are the molar
mass, density, and Avogadro number, respectively) one cal-
culates 7, for Cu to be 1303 K, coinciding within a 4%-
accuracy with its equilibrium value 7,,=1358 K.

The melting temperatures of 62 chemical elements as a
function of G{) are shown in Fig. 2. It is seen that there
is indeed a clear increase in T,, with G(), which can be
fitted linearly. We are unaware of any earlier publications
reporting this correlation. The averaged slope on this plot
dT,/d(GQ)=228 K/eV. A clear explainable trend of
T,-increase with G() in Fig. 2 suggests that the abscissas of
the data points actually represent approximate formation en-
thalpies of isolated interstitialcies in the corresponding sub-
stances.
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FIG. 2. (Color online) Melting temperatures 7, of 62 chemical elements as
a function of G(). According to Eq. (4), a linear fit is performed over the
whole data set. Shear moduli are taken from Ref. 24 for room temperature.

It is to be noted also that there are a few publications on
metallic glasses reporting Lindemann-like correlations [i.e.,
similar to Egs. (2) and (3)] with the glass transition tempera-
ture T, instead of Tm.zs’28 The interpretation of this correla-
tion within the present approach is fairly straightforward. It
was long ago suggested by Turnbull® that the reduced glass
transition temperature T,,=T,/T; (T} is the liquidus tempera-
ture) is a good indicator of the glass-forming ability (GFA)
of an alloy and the higher T, is the higher GFA is expected.
Ar present, T, is considered to be one of the most successful
among other criteria for glass formation.”! For metallic
glasses, usually 0.5=7,,=<0.6 (Ref. 31). Since the glass
compositions are usually close to eutectics, their 7;’s are
close to the solidus temperatures 7,’s. Therefore, T, repre-
sents a certain fraction of 7, or T,. Such a correlation was
indeed directly shown by Lu et al.* In this case, Lindemann-
like relationships with T, instead of T, must indeed exist.

In conclusion, assuming melting to be a result of
interstitialcy-induced lattice shear instability, we derived a
simple analytical expression (7), which coincides with the
Lindemann melting rule (3). This expression agrees with
available data on elemental substances. Melting is controlled
by the interstitialcy formation enthalpy, which is approxi-
mately equal to the product of the shear modulus G by the
volume per atom (). This leads to a correlation between the
melting temperature and G{), which is indeed observed. The
fact that the glass transition temperature represents a certain
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fraction of the melting temperature explains Lindemann-like
relationships found in metallic glasses.

One of the authors (A.V.G.) would like to thank Dr. W.
Williams for bringing a closely related topic to his attention.

'F. A. Lindemann, Phys. Z. 11, 609 (1910).

’A. R. Ubbelohde, Melting and Crystal Structure (Clarendon, Oxford,
1965).

M. de Podesta, Understanding the Properties of Matter (Taylor & Francis,
London, New York, 2002).

4R. W. Cahn, Nature (London) 413, 582 (2001).

3J. J. Gilvarry, Phys. Rev. 102, 308 (1956).

7. H. Jin, P. Gumbsch, K. Lu, and E. Ma, Phys. Rev. Lett. 87, 055703
(2001).

’s. V. Lepeshkin, M. V. Magnitskaya, and E. G. Maksimov, JETP Lett. 89,
586 (2009).

M. Born, J. Chem. Phys. 7, 591 (1939).

°A. Kanigel, J. Adler, and E. Polturak, Int. J. Mod. Phys. C 12, 727 (2001).

107, Frenkel, Kinetic Theory of Liquids (Oxford University Press, New York,
1946).

TA. V. Granato, Phys. Rev. Lett. 68, 974 (1992).

M. Forsblom and G. Grimvall, Nature Mater. 4, 388 (2005).

3K, Nordlund and R. S. Averback, Phys. Rev. Lett. 80, 4201 (1998).

"“A. C. Lawson, Philos. Mag. 89, 1757 (2009).

15Phyxical Quantities, edited by L. S. Grigoriev and E. Z. Meilikhov (Ener-
goatomizdat, Moscow, 1991) (in Russian).

167, Holder, A. V. Granato, and L. E. Rehn, Phys. Rev. Lett. 32, 1054
(1974).

7p H. Dederichs, C. Lehmann, H. R. Schober, A. Scholz, and R. Zeller. J.
Nucl. Mater. 69-70, 176 (1978).

K. Nordlund, Y. Ashkenazy, R. S. Averback, and A. V. Granato, Europhys.
Lett. 71, 625 (2005).

YAV Granato, 7.
j.jnoncrysol.2010.08.012

2A. V. Granato, J. Non-Cryst. Solids 352, 4821 (2006); 307-310, 376
(2002).

2IA. V. Granato and V. A. Khonik, Phys. Rev. Lett. 93, 155502 (2004).

S, V. Khonik, A. V. Granato, D. M. Joncich, A. Pompe, and V. A. Khonik,
Phys. Rev. Lett. 100, 065501 (2008).

A, N. Vasiliev, T. N. Voloshok, A. V. Granato, D. M. Joncich, Y. P. Mitro-
fanov, and V. A. Khonik, Phys. Rev. B 80, 172102 (2009).

M. A. Schtremel, Strength of Alloys: Part I (MISIS, Moscow, 1999) (in
Russian).

W, H. Wang, P. Wen, D. Q. Zhao, M. X. Pan, and R. J. Wang, J. Mater.
Res. 18, 2747 (2003).

H, Kato, H.-S. Chen, and A. Inoue, Scr. Mater. 58, 1106 (2008).

217, Lu and J. Li, Appl. Phys. Lett. 94, 061913 (2009).

#7. Lu, I. Li, H. Shao, H. Gleiter, and X. Ni, Appl. Phys. Lett. 94, 091907
(2009).

D, Turnbull, Contemp. Phys. 10, 473 (1969).

el Suryanarayama, I. Seki, and A. Inoue, J. Non-Cryst. Solids 355, 355
(2009).

317 P. Lu and C. T. Liu, Acta Mater. 50, 3501 (2002).

Non-Cryst. Solids (in press). doi:10.1016/


http://dx.doi.org/10.1038/35098169
http://dx.doi.org/10.1103/PhysRev.102.308
http://dx.doi.org/10.1103/PhysRevLett.87.055703
http://dx.doi.org/10.1134/S0021364009110137
http://dx.doi.org/10.1063/1.1750497
http://dx.doi.org/10.1142/S0129183101001900
http://dx.doi.org/10.1103/PhysRevLett.68.974
http://dx.doi.org/10.1038/nmat1375
http://dx.doi.org/10.1103/PhysRevLett.80.4201
http://dx.doi.org/10.1080/14786430802577916
http://dx.doi.org/10.1103/PhysRevLett.32.1054
http://dx.doi.org/10.1016/0022-3115(78)90243-X
http://dx.doi.org/10.1016/0022-3115(78)90243-X
http://dx.doi.org/10.1209/epl/i2005-10132-1
http://dx.doi.org/10.1209/epl/i2005-10132-1
http://dx.doi.org/10.1016/j.jnoncrysol.2006.02.170
http://dx.doi.org/10.1103/PhysRevLett.93.155502
http://dx.doi.org/10.1103/PhysRevLett.100.065501
http://dx.doi.org/10.1103/PhysRevB.80.172102
http://dx.doi.org/10.1557/JMR.2003.0382
http://dx.doi.org/10.1557/JMR.2003.0382
http://dx.doi.org/10.1016/j.scriptamat.2008.02.006
http://dx.doi.org/10.1063/1.3081028
http://dx.doi.org/10.1063/1.3093879
http://dx.doi.org/10.1080/00107516908204405
http://dx.doi.org/10.1016/j.jnoncrysol.2008.12.009
http://dx.doi.org/10.1016/S1359-6454(02)00166-0

